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Editorial 

It is my distinct honor, pleasure, and privilege to serve as the Editor-in-Chief of the International 
Journal of Computers and Their Applications (IJCA) since 2022. I have a special passion for the 
International Society for Computers and their Applications. I have been a member of our society 
since 2014 and have served in various capacities. These have ranged from being on program 
committees of our conferences to being Program Chair of CATA since 2021 and currently serving 
as one of the Ex-Officio Board Members. I am very grateful to the ISCA Board of Directors for 
giving me this opportunity to serve society and the journal in this role. 

I would also like to thank all the editorial board, editorial staff, and authors for their valuable 
contributions to the journal. Without everyone's help, the success of the journal would be 
impossible. I look forward to working with everyone in the coming years to maintain and further 
improve the journal's quality. I want to invite you to submit your quality work to the journal for 
consideration for publication. I also welcome proposals for special issues of the journal. If you 
have any suggestions to improve the journal, please feel free to contact me. 

Dr. Ajay Bandi 
School of Computer Science and Information Systems 
Northwest Missouri State University 
Maryville, MO 64468 
Email: AJAY@nwmissouri.edu 

 

In 2024, we are having four issues planned (March, June, September, and December). The next 
latest issue is taking shape with a collection of submitted papers. 

 
I would also like to announce that I will begin searching for a few reviewers to add to our team. 
We want to strengthen our board in a few areas. If you would like to be considered, don't hesitate 
to get in touch with me via email with a cover letter and a copy of your CV. 

 
Ajay Bandi, Editor-in-Chief 
Email: AJAY@nwmissouri.edu 
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This issue of the International Journal of Computers and their Applications (IJCA) has gone 
through the normal review process. The papers in this issue cover a broad range of research 
interests in the community of computers and their applications. 

IJCA Contributed Papers: This issue comprises papers that were contributed to the International 
Journal of Computers and their Applications (IJCA). The topics and main contributions of the 
papers are briefly summarized below: 

 
Md Jakir Hossain Molla, Sandip Kumar Basak, Sk Md Obaidullah, Narayan C. Debnath, Soumya 
Sen and Aliah University , Kolkata, India, FAU Erlangen Nuremberg , Germany, Eastern 
International University, Vietnam, present their work  “A Lattice Based Service Oriented 
Framework for an Effective Human Resource Management”. This paper examines the In 
modern organizations, success often depends on the efficiency of human resources, yet measuring 
the performance and fit of employees is challenging due to the diverse skill sets required for 
different job roles. The recruitment process, especially for new candidates, varies based on the 
specific skills needed, and managing this process in-house can be costly. To streamline 
recruitment, many companies outsource the initial phases to third-party providers. The Lattice-
graph model has been proposed to manage recruitment when skill sets remain static, offering a 
structured framework. However, it cannot adapt to evolving skill requirements, which led to the 
development of the Hybrid-graph Skill Set Model (HGSSM). HGSSM is dynamic, 
accommodating new skills as job demands change, making it more suitable for industries where 
skill requirements are fluid.  
 
Indranil Roy, Swathi Kaluvakuri, Nick Rahimi, Bidyut Gupta and Narayan C. Debnath from  
Southeast Missouri State University, Cape Girardeau, USA,  Southern Illinois University; 
Carbondale, IL, USA, Eastern International University, Vietnam, present their work “Design of 
a Hybrid Interest-Based Peer-to-Peer Network Using Residue Class-based Topology and 
Star Topology”. This article introduces the work presents a hybrid peer-to-peer (P2P) network 
that combines the Residue-class (RC) based P2P network and the Star interconnection network to 
leverage the strengths of both architectures. The RC-based network is chosen for its two primary 
advantages: it groups peers with the same interest or resource type into a cluster with a diameter 
of one, and it forms a resilient ring of group heads that remains connected despite churn (nodes 
leaving or joining). The Star topology is utilized for its low diameter, ensuring efficient 
communication. By integrating the advantages of both systems, the hybrid topology achieves a 
diameter comparable to that of the Star topology, specifically the Star’s diameter plus 2. The 
resulting structure is an n-star, where "n" refers to the number of group heads. This hybrid approach 
offers a significant improvement in data lookup latency and ensures message complexity of 
\(O(n)\), where "n" is much smaller than the total number of peers in the network, leading to more 
efficient data handling and reduced communication overhead. 
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Anjila Neupane, Indranil Roy, Reshmi Mitra, Bidyut Gupta and Narayan C. Debnath from  
Southeast Missouri State University, Cape Girardeau, USA,  Southern Illinois University; 
Carbondale, IL, USA, Eastern International University, Vietnam, present their work “Enhancing 
Trust in Peer-to-Peer Data Transfer: Implementing Zero-Knowledge Succinct Proofs and a 
Trusted Factor for Robust RC-based P2P Systems”. This article introduces the  trust model for 
Residue Class (RC)-based P2P networks, which are decentralized and lack central authority. This 
openness makes them vulnerable to security issues, particularly in trust verification as nodes 
frequently join and leave the network. The proposed model uses a **Trust Factor (TF)** combined 
with **Zero-Knowledge Proof (ZKP)** to build trust and reputation among nodes. This approach 
helps detect malicious nodes and enhances secure communication and file-sharing within the 
network, reducing the risk of attacks in the decentralized system.  
 
Sapna Sinha, Shilpi Sharma and Narayan Debnath from the University of Amity University, Noida, 
Uttar Pradesh India, Eastern International University, Binh Duong Province, Vietnam presented 
their work “QUANTUM COMPUTING AND ITS APPLICATIONS”. The paper discusses the 
Quantum computing represents a revolutionary shift in computational technology, using quantum 
mechanics to process data in fundamentally new ways. This paper explores the principles of 
quantum computing, reviews current literature on its applications, and proposes its use in 
optimizing supply chain management. It highlights the potential impact of quantum computing in 
fields like cryptography, drug discovery, and artificial intelligence, while also addressing 
challenges such as hardware limitations and error correction, and outlining future research 
directions to overcome these issues. 

 
Hend Fathy, Khalilfrom, Hesham F. A. Hamed, Eman Mohammed Mahmoud from Faculty of 
Engineering, Banha University, Banha, Egypt, Minia University, Minia, Egypt, Modern Academy 
for Engineering and Technology, Cairo, Egypt presented their work “Skull Stripping for 
Improved Brain Tumor Detection In Orthogonal MRI Scans”. This study explores the use of 
detecting brain tumors early is a critical challenge for radiologists due to the rapid growth of these 
tumors and the associated decrease in survival rates when left untreated. This research presents an 
automated system designed for early detection of brain tumors through analysis of Magnetic 
Resonance Imaging (MRI) scans across different planes: Axial, Coronal, and Sagittal. The 
methodology involves preprocessing to enhance image quality, followed by K-means 
segmentation to isolate cancerous cells. Informative features are extracted using Discrete Wavelet 
Transform (DWT), Gray Level Co-occurrence Matrix (GLCM), and Principal Component 
Analysis (PCA). A Support Vector Machine (SVM) classifier—utilizing Linear, Gaussian, and 
Polynomial kernels—classifies these features for predictions. The approach includes two phases: 
a Skull Stripping phase, which improves tumor detection accuracy by approximately 7% when the 
skull is excluded, and a non-skull stripping phase. This automated technique effectively identifies 
and localizes tumors across various MRI imaging planes, offering an efficient method for early 
diagnosis. 
 
Jahanvi Joshi, Siddhant Vats, Shilpi Sharma, Geet Sahu and Narayan C. Debnath, Amity University , Uttar 
Pradesh, , India. Siksha ‘O’ Anusandhan, Odisha, India.. Eastern International University, Vietnam. 
Presented their work “Tropical Plant Disease Assessment Using Convolutional Neural Network 
Plants serve as a great source of energy, yet their potential ability is affected due to biotic and abiotic 
disease, in turn affecting crop yield. Though significant research has been made in this field,  
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early disease detection and prevention across multiple plant species still serve as a major challenge in the 
agricultural industry. This paper proposes a framework involving the detection of diseases in leaves with 
the Convolutional Neural Network (CNN) approach and utilizing computer vision and deep learning 
models. The proposed new model presents a comprehensive in-depth solution for advanced agricultural 
practices. The research also offers a shift towards efficient, accurate, and sustainable management of 
challenges associated with agriculture, specifically species recognition, disease assessment, and 
remediation strategies. Comparison of the proposed model with some other available models in the 
literature is included. 
 
As guest editors, we would like to express our deepest appreciation to the authors and the 
reviewers. We hope you will enjoy this issue of the IJCA. More information about ISCA society 
can be found at http://www.isca-hq.org. 

 

Guest Editors: 
Ajay Bandi, Northwest Missouri State University, USA 

 
September 2024. 
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Abstract

In modern day the success of majority of organizations
depend on the efficiency of human resources. Measuring human
resources and their performance are often challenging as there is
no standard metric to measure how well a resource will fit in the
organization. Moreover based on the job role the requirements
of the skill-set of the candidates vary. For the newly joined
candidates the requirements of most of the companies are same
but different subset of skill are required as per the job role.
As the number of subset of the skill set is high a standardized
model is required to define a framework that will guide the
recruitment process. The cost of recruitment goes high if
a company organizes the recruitment from beginning to end
phase. Generally the initial phases are same for a particular type
of industry and this can be outsourced to a third party. A lattice
based model named as Lattice-graph is proposed to manage
the recruitment of newly joined candidates when the skill-set is
static. However, when new skill(s) are added Lattice-graph can’t
incorporate these dynamic skills. Henceforth a new dynamic
model is defined named as Hybrid-graph Skill Set Model
(HGSSM) to incorporate the challenges of including new skill
as per the requirement of the recruiter. Classification algorithms

*Aliah University , Kolkata, India. Email: jakirhossain20@gmail.com.
†FAU Erlangen Nuremberg , Germany.Email: sandipbasak14@gmail.com.
‡Aliah University , Kolkata, India. Email:sk.obaidullah@gmail.com.
§School of Computing and Information Technology, Eastern International

University, Thu DauMot, Vietnam. Email: narayan.debnath@eiu.edu.vn
¶School of Computing and Information Technology, Eastern International

University, Vietnam. Email: NdebnathC@gmail.com .
||A.K. Choudhury School of Information Technology, University of Calcutta,

India. Email: iamsoumyasen@gmail.com.

are also deployed to measure the accuracy of the newly joined
candidate’s recruitment based on the known skillset.

Key Words: Classification, Lattice, Hyper-lattice, Service-
oriented model, Recruitment, Skill-set.

1 Introduction

Business organizations rely on their human resources for their
growth and increasing profitability. Henceforth having the right
person in the organization is now a key to success. Employees
are hired in the organization through HR (Human Resource)
department. Generally an organization recruits huge number of
resources directly from the educational institutes. In this type of
hiring, which is often termed as Fresher recruitment, candidates
are evaluated with no previous working experience. Generally
these candidates are recruited directly from a particular institute
which is known as On- campus recruitment process. Another
approach of recruiting fresher candidates is to call candidates
from multiple institutes in one particular institute which is
known as Pool-campus recruitment process. The benefit is
that instead of visiting to multiple campuses recruitment is
conducted in single campus and that is going to reduce the
cost and timing drastically. An alternative to this is to invite
the shortlisted candidates from different institutes based on
the given criteria to a common place (May be the company
owned premises), which is known as Off-Campus recruitment
process. After getting the applications from the possible
candidates a shortlisting process is followed. This is easy for
the fresher candidates as they do not generally have special
skills and they are evaluated based on their marks in the school
/ college / university level examinations and other parameters

ISCA Copyright© 2024
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like backlog history, year of gaps etc. After the shortlisting
they are called for the evaluation process of the company. This
evaluation process comprises of testing different parameters
such as aptitude, soft skill etc. It is to be noted at the fresher
level the criteria are more or less same for the Human resource
based organizations. For example IT companies are looking
for some common skills that reflect their requirements. Again
Core companies look into some common criteria as per their
requirements. This is to emphasize at fresher level many of the
criteria are generally same such as soft skill, aptitude etc. and
some are domain specific such as computer proficiency, domain
knowledge etc. As mentioned earlier though Pool-campus,
Off-campus recruitment reduces cost still it involves the time
and huge manpower to complete the entire recruitment process.
This cannot be managed by the HR department and therefore
people from development teams, testing teams are requested
to help the process. Now these people are generally billable
resources (company earns money from the clients against the
service of these resources) and they are being overburden for
the additional responsibility of recruitment process. Henceforth
minimizing the involvement of these resources is a priority
for any organization to reduce the cost. This can be done
by outsourcing some of the steps of recruitment process that
are common for all the candidates across the industry. Once
these preliminary steps are done then the people from the own
organization would be involved to evaluate the company specific
requirements to finalize the selection. This demands a business
model [1] or framework to justify the hiring process by reducing
the cost, time and eliminating the involvement of the resources
of own organization. A third-party agency could play a crucial
role here that will conduct the basic steps of examination
based on the several parameters that are required to evaluate
a candidate. Companies can choose the candidates based on
their various skill-set requirements from the trusted third party
agencies who have already conducted the baseline tests. This
would be a service model [2] as the third party agencies already
conducted tests on several skill set parameters and the recruiting
company would choose any of the subset of the tested skill-set as
per the business requirement [3] of the different job roles. This
model is to be justified based on the historical data and suitable
analytical models [4] are required to prove the robustness of the
proposed model or framework [5]. As the requirement of the
industry is changing rapidly sometimes it is not possible to give
training even to these newly recruited candidates and henceforth
they are being evaluated based on the customized skill-set of the
specific project. In this case it is expected that these candidates
had earn the required knowledge on the given skill-set. This
requirement adds another challenge to the proposed service
model. In this research work a lattice [6] based service oriented
framework [7] is proposed to optimize the recruitment process
of newly joined candidates with common skill-set and it is
further extended using the concept of Hyper-lattice [8] to meet
the requirement of the customized skill set of the newly joined
candidates.

The rest of the paper is organized as follows. Section 2

presents a related work on the campus recruitment process and
service modeling framework. Section 3 depicts the Objective
and Contribution of this work. Section 4 presents the Dataset
& System Configuration. In the next section (Section 5)
the Lattice-graph Model and Hybrid-graph Skill Set Model
(HGSSM) are proposed with Lemmas and Case Study. Finally,
in section 6 the research work concluded.

2 Related Work

Campus placement of the student is a critical aspect of
higher education, as it provides students with opportunities
to join industry/corporate. In this way the students become
professionals and they start to earn money, which is one of the
dream aspects of every human being. Moreover placement of
an Institute is one of the key parameter to judge the quality of
the Institute. There are different types of jobs are available in
the markets and the students have different proficiency levels
on different skill parameters. Henceforth recommending the
students for suitable type of jobs is a challenge for an Institute
and also for the corresponding business organization to identify
the suitable candidate for their specific job role. This is an
analytical challenge and this is addressed in different researches.
The employability prediction and recommender system for
students were built using fuzzy logic to resolve the students
employability [9]. In this research work fuzzy model performs
a high predictive accuracy based on the calculated mean
absolute error (MAE) and root-mean-square error (RMSE)
scores. Soft skill is considered as one of the key attribute for
getting job and this is addressed in [10] on Moroccan labor
market by analyzing engineering job ads. A mixed content
analysis method has been designed based on the sequential
exploratory. In order to visually analyze the placement of
students in a higher educational institution the Exploratory
Data Analysis (EDA) [11] is used to generate inferences
mathematical models. EDA is a detailed examination that helps
in discovering the structure of the data. A framework for
engineering employability skill was proposed [12] for Malaysia
considering local and global expectations. The interactions
among the various skills, measurement tools for employability
skills are considered in this framework. In another research
work data is collected from 41 Engineering professionals based
in UAE using an anonymously survey and it helps to give
the recommendations to educational institutions related to the
essential workplace skills which are critical for Engineering
graduates’ employability [13]. A combined methodology [14]
was proposed with exploratory data analysis and advanced
predictive modeling particularly emphasizing the roles of
gender, academic performance analysis, and Degree and MBA
specialization in placement outcomes to forecast placement
success of the students. An Adaptive Fuzzy Campus Placement
Optimization Algorithm (AFCPOA) [15] was developed for
solving unconfined optimization problems related to candidates
seeking campus placement. The framework were considered
to describe the written test and interview process by employer
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visiting campus for hiring students the suitable candidates.
Another research work [16] has attempted to develop an
automatic system to predict the placement of candidates in
the early phase of their education and positively impact the
institute’s skill training program and hiring activities and
the machine learning techniques such as Logistic Regression,
Support Vector Machine, K-Nearest Neighbor, Decision Tree,
Random Forest, and AdaBoost classifier were considered to
compute the accuracy of the forecasting. [17] highlights the
motives behind the developing need for Machine Learning
centered campus placement assessment. The framework
confirms the efficient talent matching, reducing costs, and
saving time for the entire process. The study also highlights
the benefits of remote and flexible assessments, revealing how
technology can replace the old methods of campus placement
process. The research work of [18] carried out to explore how
it can reform university graduate student’s employability skill.
The proposed predictive models analyses attributes like student
performance, interests, and career objective to identify the best-
fit job opportunities for individual student. A campus placement
predictor system [19] was proposed to predict the campus
placement chance with estimated salary package range one can
get from the University/College campus placements process
based on his/her academic scores and pre-placement training
assessment scores at the early stage. It has been observed
from the above survey work that different type of requirements
exist for different organizations. As these requirements
are different for different job roles service based modeling
may help to reduce the cost. Service identification [20] is
a crucial phase to design any service-oriented application.
Granularity of the services is important to achieve flexibility and
reusability. Separation of decision modeling from the processes
modeling gained significant importance in literature [21], as it
incorporates both concerns into a single model incorporating
scalability, maintainability, flexibility, and understandability.
The introduction of the Decision Model and Notation (DMN)
[22] standard provides a suitable solution for externalizing
decisions from processes and automating decision enactments
for processes. Web services [23] are the standard way to deploy
service to any data /information sensitive system. Micro service
architecture is getting popularity to deploy the web services.
Deployment of the service model on the recruitment process
will be cost effective and time saving if the requirements and
skills are matched properly and this is going to be beneficiary
for both the recruiter and the applicants.

3 Objective and Contribution

The success and the growth of any organization is dependent
on the human resources of that organization as they define the
business plans, monitor the execution and make crucial decision
making and strategies. The roles of human resources are
more crucial for the organizations like IT, ITES, Consultancies
etc. These types of knowledge-driven organizations are fully
dependent on the employability skill of their employees at every

level. Henceforth the recruitment process should be robust
to recruit the deserving candidates as per their job roles and
corresponding skill-set. Measuring the competency level of the
human resources is always challenging and therefore a model
or framework is highly desirable to quantify the ability of the
human resources. It should be fully customized and dynamic
in nature to manage the recruitment of the resources across the
industry as per the different job roles. Moreover these different
subsets of skill levels should be tested to measure the accuracy.
The contribution of this research work is listed below:

Contributions:
1. Differentiating basic skill set and specific skill set of

recruitment to fit in a model for evaluation.
2. Developing a customized model that will provide all

possible subset of skill set required for an organization.
3. A service layer that allow to access desired skill set of the

candidate for an organization as and when required.
4. Extending the model to add one or more skill set

dynamically as per the requirement.
5. Measuring the accuracy of predictions of different subset

of skills based on historical data applying standard classification
methodologies.

4 Dataset & System Configuration

In this research work a real life dataset [24] is used that
comprises of 12864 student’s placement assessment data. The
dataset used in this analysis is prepared with the information
of the students who already completed their respective
courses. This dataset is prepared by taking information from
the placement departments of several technical/engineering
colleges who have passed technical degrees. This is an
anonymous dataset as the name and other identity information
of the students are not given. A snapshot of the database is given
below in Fig. 1:

Figure 1: Snapshot of the Dataset

4.1 Data Description

The dataset contains a set of attributes which are described
below.
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a) Branch: Mentions the specific department where the
student is enrolled.

b) Course: The particular course a student is currently
pursuing.

c) Score: Evaluation of students out of 700 in the 7 different
subjects namely Aptitude (given in column no. 4), English
(given in column no. 5), Quantitative (given in column no. 6),
Analytical (given in column no. 7), Domain (given in column
no. 8), Computer Fundamental (given in column no. 9), and
Coding (given in column no. 10). It is to be noted that the
marks from column 4 to 10 are given in the percentage format
and the examination was conducted out of 700 based on the 7
subjects as given in column 4 to 10.

d) Placement Status: Whether the student has been placed or
not.

4.2 System configuration

The following hardware and software environment has been
used to carry out the experiment. The experimental set up is
described below: Hardware: All the experiments are carried on
using Intel Core i5 processor with a 12 GB of RAM and 1TB of
hard disk drive.

Software: Jupyter Notebook is used to conduct the
experiment. In Jupyter Notebook Python 3.8.1 is used to
carry out the experiment. Moreover several libraries have
been used during the experiment for different purpose. Those
are, pandas to manipulate the data, numpy for accessing
the multidimensional arrays, matplotlib to visualize data, and
sklearn to access efficient tools for machine learning and
statistical modeling.

5 Proposed Methodology

In this section we will apply an algebraic model to formalize
the recruitment process in terms of the given skill-set. The
seven different types of skill (Aptitude, English, Quantitative,
Analytical, Domain, Computer Fundamental, and Coding) that
has been described in the Section-4 are the basic requirements
of the majority of the organization. If we look at these skill-set
more carefully we will find that four skill ‘Aptitude’, ‘English’,
‘Quantitative’, and ‘Analytical’ are almost always required by
any organization. These four skills are represented by a set
P=Aptitude, English, Quantitative, Analytical. Remaining skills
are also required by the majority of the organization but all
are not necessary for every job role. Henceforth all possible
combination of the skill-set can play significant role in the
selection process. It is found as per the job role, organizations
can choose a resource based on any one of the given skill set
or any combination of the given skill set. The requirement
of all possible combination of the members of the set can
be represented using lattice which is effectively used in data
warehouse cuboids or in association rule mining [25].

A lattice is a partially ordered set (poset) in which every
pair of elements has a unique Least Upper Bound (LUB)

and Greatest Lower Bound (GLB). This algebraic model can
represent all possible combinations of the skill set and they
are closely connected to each other and can be traversed easily
between different combinations of the skill-set.

5.1 Lattice-graph

The lattice model is going to be formed with 4 skill set
parameters. Hereon we will refer to each skill-set parameter
as dimension.

i) P = {Aptitude, English, Quantitative, Analytical}
ii) D = {Domain}

iii) CF = {Computer Fundamental}
iv) C = {Coding}

Here the proposed model is referred to as Lattice-graph.
Initially this algebraic graph model will start with NULL value
and that will be at level 0 and represented in the form of a node.
Over the time new dimension(s) will be added at level 1 and
every dimension is represented as node. In next level (level-
2) two of the dimension will be added and that will form all
the dimension pairs and each of these will be represented in the
form of a node. This process will be continued to level n, where
n is the number of skill set or dimensions.

The process of merging the dimensions is referred to as
Integration. The reverse operation where we want to get back
the unmerged dimensions are referred to as Discretization. In
the Fig. 2 a Lattice- graph is formed with the four skill
parameters P, D, CF and C as described above.

Figure 2: Lattice-Graph with Four Dimensions of Skill-set
Parameters

The company that is conducting the assessment test is going
to be referred to as Assessment Test Organizing Company
(ATOC). ATOC maintains the database of different skill set of
all the students and their marks. Now they can form the score
sheet for each of the node of the Lattice-graph and can rank
them. Any organization that wants to recruit candidates will
go to the ATOC and tell about the required skill set for their
different job roles and can also specify how many candidates
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(say M number of candidates) they want to allow for the further
round of selections. As per this specification ATOC will provide
the top M candidates from the given node of Lattice-graph. In
every node they will store the information of every candidate by
sorting the marks in descending order.

For example a company wants 200 candidates having the
knowledge of set P and domain (D) and 100 candidates of set
P, computer fundamental (CF) and coding (C) for the further
round of selection. Now based on this specification ATOC will
access node PD for top 200 candidates and node PCFC for top
100 candidates.

5.2 Lemmas on Proposed Lattice-graph Model:

Lemma 1: Number of nodes in each level n >= 1 is nCrwhere
n is the number of dimensions and r (r >= 1) is the level number
in Lattice-graph.

Proof : In level-1 for every dimension is represented in its
own form, hence it is represented in terms of that dimension
only. In level-1 the value of r=1. Hence for level-1 for every
dimension it is represented in 1 form only. Thus nC1 is the
number of representation in level -1. In the next level, r=2 and
every node is represented by 2 dimensions by combining the
nodes of level-1. Hence it is represented as nC2. In the next
level, r=2 and every node is represented by 2 dimensions by
combining the nodes of level-1. Hence it is represented as nC2.
This process is continued till level = (n-1) where r=(n-1).In this
level number of node is nCn −1 and this is same as nCr as r=(n-
1) in this level. Finally for level n number of nodes are nCn
where r=n. Hence we can say number of nodes is nCr for level
r. Hence it is proved for all the levels n ≥ 1.

Lemma 2: The number of dimensions d for a node of Lattice-
graph in level r is r for r ≥ 1.

Proof : In level-1 (r=1) number of dimension is 1 (d=1). In
every upward level (r+1) number of dimension are increased by
1. Hence in level-2 (r=2) number of dimension are 2 (d=2). This
is continued till level-n (r=n) and number of dimensions at that
level are n (d=n).

Lemma 3: Number of nodes to be generated in Lattice-
graph at level (r+1) from each node of level r using Integration
operation is (n-r) for r ≥ 1 and r ≤ n−1.

Proof : In level-1(r=1) every node is combined with
remaining of the node of level-1. As per lemma-2 number of
dimensions of a node in level-1 (r=1) is 1. So a node in level-
1 is combined with n-1 nodes (where r=1). In next immediate
level each nodes has 2 dimensions and that can be combined
with remaining of the (n-2) dimensions. In lemma-2 it is proved
that numbers of dimensions of a node in level-2 (r=2) is 2. Since
(n-2) holds for n=2. We continue this upto level r=n- 2. Finally
for r=n-1 we get (n-(n-1)) = 1 which is the number of node to be
generated at level n from the level (n-1).

Lemma 4: Number of nodes generated in Lattice-graph
at level (r-1) from each node at level r using Discretization
operation is rCr−1 where r ≥ 2. Proof: In lemma-2 it is proved
that number of dimensions in each node at level r is r. In every

lower level nodes are generated with 1 less dimension of the
previous level. As r is the number of dimension is current level
and (r-1) is the number of dimension in the immediate lower
level total number of nodes is represented by rCr-1. As the
nodes are generated up to level-1 r is considered as r ≥ 2.

5.3 Accuracy of Each Node based on Classification
Algorithms

When a company wants to recruit candidates and they are
taking the help of ATOC they might be interested to know how
authentic this data set is. This authenticity problem can be
framed by considering the historical data of their performance
along with the placement record (whether placed or not).
In order to ensure the authenticity different classification
algorithms are applied on the given dataset. The five algorithms
that are applied listed below.

a) SVM (Support Vector Machined)
b) Random Forest Classifier
c) KNN (K-nearest-neighbour)
d) Kernel-SVM
e) Decision Tree Classifier
For every node of the Lattice-graph classification algorithms

are applied and for each of these 75% of data used for training
and 25% for testing. We show the top two algorithms based on
their accuracy in table 1

Table 1: Accuracy of Classification Algorithms for each node
of Lattice-graph

The above table will give the idea on the quality of the
student’s data that a recruiting company will get from ATOC.

5.4 Hybrid-graph: Inclusion of New Skill for Assessment

The Lattice-graph model is conceptualized based on the
defined skill-set. However in real life different business
organizations may require human resources for some job roles
based on some specific skill(s). This dynamic requirement of
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skill(s) can’t be included in the lattice-graph as it is static in
nature. Henceforth a new model is required that can overcome
this limitation of Lattice- graph. Data warehouse and OLAP
tools are based on lattice of cuboids [20] which is relevant
to the concept of Lattice-graph. The limitations of lattice of
cuboids were mitigated using Hyper-lattice, which supports the
inclusion of new dimension.

Figure 3: Inclusion of new skill (Japanese Language (J)) at level
2

In this research work we used the concept of Hyper-lattice
to extend the proposed Lattice-graph to apply in the area of
fresher recruitment based on pre- defined and new skill set. We
consider that an organization wants to recruit employees based
on the requirement of skill set P Aptitude, English, Quantitative,
Analytical, skill D (Domain) and also with a new skill Japanese
language (J). This is depicted in Fig. 3.

As we look into this structure we can find this is the merging
of more than one lattice structure. However this structure
degenerate the lattice structure as there are multiple Least Upper
Bound (LUB) and Greatest Lower Bound (GLB). This structure
is referred to as Hybrid-graph Skill Set Model (HGSSM). It may
be possible more than one skill may be added in the different
level of the graph.

This proposed HGSSM structure can be conceptualized as a
composition of multiple Lattice- Graphs. This view is depicted
in Fig. 4 where three Lattice-graphs are forming a HGSSM.

Figure 4: :
Hybrid-graph Skill Set Model (HGSSM) by merging three

Lattice-graphs

HGSSM is a new structure and henceforth the properties of
this new structure are to be defined. These are defined below.

5.5 Properties of Hybrid-graph Skill Set Model (HGSSM)

1. HGSSM consists of more than one Lattice-graph: HGSSM
is a complex structure with more than one Lattice-graph.

2. Any number of dimensions could be added in the HGSSM:
There is no restriction on how many dimension(s) could be
added in the HGSSM.

3. New dimension may be added between level-1 to level (n-
1): It is permissible to add new dimensions between level 1 to
level (n-1). If added in level-0 then it will expand the Lattice-
graph only. New dimension can’t be added beyond level-(n-1)
because over that it will exceed the existing level of HGSSM.

4. A new dimension may be added more than once in the
HGSSM: This mode is flexible enough to add new dimension
multiple times to reflect the business need.

5. The structure may have multiple upper bounds but unique
lower bound that is NULL: As NULL is the starting point of the
structure there is only one lower bound.

5.6 Case Study

In this case study we are considering the same company
as defined in Section 5.1 is looking for resources having the
skill set P Aptitude, English, Quantitative, Analytical, skill C
(Coding) and also with a new skill Japanese language (J). The
HGSSM of Figure 2 will be changed to a new HGSSM as given
in Fig. 5.
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Figure 5: Modified HGSSM over a Figure 2, after inclusion of
dimension J in PC node

6 Conclusion

This research work aims to develop a service based model to
reduce the cost and time associated with the fresher recruitment.
The model is based on the required skill set of the fresher
candidates. The model is curated in a way so that any subset
of the skill set could be selected based on the requirement
of the any organization. An organization want to conduct
the recruitment of fresher candidate do not need to start the
process from scratch, rather they can take this service from
Assessment Test Organizing Company (ATOC). This is going
to significantly reduce the time and cost of the recruitment
process. The proposed model termed as Lattice-graph gives
the option to the recruiter to choose the required skill set as a
service from the ATOC. Moreover this Lattice-graph model is
extended to Hybrid-graph Skill Set Model (HGSSM) to adapt
the requirement of customized skill-set of the candidates. The
novelty of the framework is that once it is upgraded from
Lattice- graph to HGSSM it has the capability to integrate
customized requirement(s) of the skill-set of any organization
as and when required. The limitation of the Lattice-graph is that
it assumes few known skill-set to begin the construction of the
structure. In order to use Lattice-graph in other applications the
basic dimensions should be known at the beginning. However it
will able to add new skill-set over the time dynamically to form
Hybrid-graph Skill Set Model (HGSSM).

This framework could be improvised further to cater the
requirement of the recruitment of the experienced resources.
Specially, HGSSM will be suitable as it able to integrate new
dimensions (skill parameters) as per the business / project
specific requirement(s). The roles of experienced resources are
often very much customized and HGSSM is fully scalable to
any level of customization.
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Abstract

In this work, a hybrid interest-based peer-to-peer network
is presented. It consists of the existing Residue-class (RC)
based peer-to peer (P2P) network and the Star interconnection
network. The former one has been considered because of its
two main advantages viz.(1) all peers with the same interest
(or possessing same resource type) structurally form a group
of diameter one, and (2) the group heads are connected in the
form of a ring and the ring always remains connected even in
presence of any churn. The Star topology has been considered
because of its low diameter. We have incorporated these above
advantages of the two architectures in the presented hybrid
topology in a way that the diameter of the hybrid topology
becomes comparable to the diameter of the star topology. In
fact, it is equal to the diameter of the star topology plus 2. The
proposed hybrid topology takes the shape of an n-star, and a
remarkable improvement of data lookup latency with message
complexity of O(n)is achieved, where n is the number of group
heads, and n is usually very small compared to the total number
of peers in the network.
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1 Introduction

Peer-to-peer (P2P) overlay networks are widely used in
distributed systems due to their ability to provide computational
and data resource sharing capability in a scalable, self-
organizing, distributed manner. There are two classes of P2P
networks: unstructured and structured ones. In unstructured
systems [1] peers are organized into arbitrary topology. It
takes help of flooding for data look up. Problem arising
due to frequent peer joining and leaving the system, also
known as churn, is handled effectively in unstructured systems.
However, it compromises with the efficiency of data query
and the much-needed flexibility. Besides, in unstructured
networks, lookups are not guaranteed. On the other hand,
structured overlay networks provide deterministic bounds
on data sential discovery. They provide scalable network
overlays based on a distributed data structure which actually
supports the deterministic behavior for data lookup. Recent
trend in designing structured overlay architectures is the use
of distributed hash tables (DHTs) [2]-[4]. Such overlay
architectures can offer efficient, flexible, and robust service [2]-
[6]. However, maintaining DHTs is a complex task and needs
substantial amount of effort to handle the problem of churn. So,
the major challenge facing such architectures is how to reduce
this amount of effort while still providing an efficient data query
service. In this direction, there exist several important works,
which have considered designing DHT-based hybrid systems
[17]-[21]; these works attempt to include the advantages of
both structured and unstructured architectures. However, these
works have their own pros and cons. Another design approach
has attracted much attention; it is non-DHT based structured
approach [27]. It offers advantages of DHT-based systems,
while it attempts to reduce the complexity involved in churn
handling.

ISCA Copyright© 2024
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There exists yet another important approach; it is interest-
based P2P networks. It is a structured approach without using
DHT. Therefore, it does not have the problems that DHT
based architecture faces, while at the same time it supports
the deterministic behavior for data lookup. There exist several
works in the literature in this direction [7]-[10], [14]-[16], [22]-
[26].

It is an interest-based system. Two of the most prominent
advantages relevant to the present work are: (1) all peers with
the same interest (or possessing same resource type) structurally
form a group of diameter one, and (2) the group heads are
connected in the form of a ring and the ring always remains
connected even in presence of any churn. These two advantages
help in designing a very efficient data look-up algorithm [10].
However, we observe that there is scope to improve further the
latency of the data look-up algorithm; all that is required for
this purpose is to reduce the diameter of the ring, because this
latency is dependent on the diameter (k/2) of the ring (with k
group heads). As k increases, latency of the existing look up
algorithm increases as well. We observe that a star topology
with same number of nodes (group heads) has much smaller
diameter compared to the RC based architecture. Therefore,
to reduce the diameter further the work reported in [13] has
suggested the possibility of designing a hybrid architecture
that combines the structural advantages of both RC-based and
star-based topologies [11]. Objective is to reduce data lookup
latency which reduces as diameter reduces. Therefore, in
this paper, we have considered designing a hybrid architecture
consisting of RC-based ones and Star topology; we name this
architecture as hybrid star architecture. We have identified
several important architectural properties of Star topology and
have used them to design an efficient low latency unicast query
propagation algorithm suitable for the hybrid architecture. We
have made sure that the diameter of the redesigned RC based
hybrid architecture which takes the shape of a star network (say
n-star) is comparable with that of a non-hybrid n-star network
with the same number of nodes (group heads), thereby ensuring
remarkable improvement of the data look-up latency. In the
worst-case, the total number of message transmissions is only
(2n-3) for an n-star hybrid network. In this work, we shall use
the words, architecture and topology, interchangeably.

2 RC Based Topology and Star Topology

We first state briefly the architecture of RC based network
followed STAR topology.

2.1 RC Based architecture [10]

Definition 1: We define a resource as a tuple ⟨Ri,V ⟩, where Ri
denotes the type of a resource and V is the value of the resource.
A resource can have many values. For example, let Ri denote the
resource type ‘movies’ and V ′ denote a particular actor. Thus
⟨Ri,V ′⟩ represents movies (some or all) acted by a particular
actor V ′.

Definition 2: Let S be the set of all peers in a peer-to-peer
system. Then S = {PRi}, where 0 ≤ i ≤ n−1, and PRi denotes
the subset consisting of all peers with the same resource type Ri.
The number of distinct resource types present in the system is
n. Also, for each subset PRi, we assume that Pi is the first peer
among the peers in PRi to join the system. We call Pi the group-
head of group Gi, which is formed by the peers in the subset
PRi.

A. Two level P2P architecture
It is a two-level overlay architecture and at each level

structured networks of peers exist. It is explained below.
1. At level-1, we have a ring network consisting of the peers

Pi where 0 ≤ i ≤ n−1. The number of peers (i.e., group heads)
on the ring is n, which is also the number of distinct resource
types. This ring network is used for efficient data lookup and is
named the transit ring network.

2. At level-2, there are n completely connected networks
(groups) of peers. Each such group, say Gi, is formed by the
peers of the subset PRi, where 0 ≤ i ≤ n−1, such that all peers
∈ PRi are directly connected (logically) to each other, resulting
in a network diameter of 1. Each Gi is connected to the transit
ring network via its group-head Pi.

3. Any communication between a peer p′i ε Gi and p′j ε G j
takes place only via the respective group-heads Pi and Pj.

The architecture is shown in Figure 1.

Figure 1: An RC-based P2P network

B. Assignments of overlay addresses
Consider the set Sn of nonnegative integers less than n, given

as Sn = {0,1,2, . . . ,n − 1}. This is referred to as the set of
residues, or residue classes (mod n). That is, each integer in
Sn represents a residue class (RC). These residue classes can be
labeled as [0], [1], [2], . . . , [n−1], where

[r] = {a : a is an integer, a ≡ r (mod n)}.

For example, for n = 3, the classes are:
[0] = . . . ., 6, 3, 0, 3, 6, . . .
[1] = . . . ., 5, 2, 1, 4, 7, . . .
[2] = . . . ., 4, 1, 2, 5, 8, . . .
A relevant property of residue class is stated below.
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Lemma 1. Any two numbers of any class r of Sn are mutually
congruent. Assume that in an interest-based P2P system there
are n distinct resource types. Consider the set of all peers in
the system given as S = {PRi}, where 0 ≤ i ≤ n− 1. Also, as
mentioned earlier, for each subset PRi (i.e., group Gi), peer Pi is
the first peer with resource type Ri to join the system.

In this overlay architecture, the positive numbers belonging
to different classes are used to define the following parameters:

1. Logical addresses of peers in a subnet PRi (i.e., group
Gi). The use of these addresses has been shown to justify that
all peers in Gi are directly connected to each other (logically),
forming an overlay network of diameter 1. In graph theoretic
terms, each Gi is a complete graph.

2. Identifying peers that are neighbors to each other on the
transit ring network.

3. Identifying each distinct resource type with unique code.

The assignment of logical addresses to the peers at the two
levels and the resources happen as follows:

At level-1, each group-head Pr of group Gr is assigned the
minimum nonnegative number r of residue class r (mod n) of
the residue system Sn.

At level-2, all peers having the same resource type Rr will
form the group Gr (i.e., the subset PRr ) with the group-head Pr
connected to the transit ring network. Each new peer joining
group Gr is given the group membership address r + j · n, for
j = 1,2, . . ..

3. Resource type Rr possessed by peers in Gr is assigned the
code r which is also the logical address of the group-head Pr of
group Gr.

4. Each time a new group-head joins, a corresponding tuple
<Resource Type, Resource Code, Group Head Logical Address
>is entered in the global resource table (GRT).

Definition 3. Two peers Pi and Pj on the ring network are
logically linked together if (i + 1) mod n = j. Remark 2. The
last group-head Pn−1 and the first group-head P0 are neighbors
based on Definition 3. It justifies that the transit network is a
ring.

Definition 4. Two peers of a group Gr are logically
linked together if their assigned logical addresses are mutually
congruent.

Lemma 2. Diameter of the transit ring network is n/2.

Lemma 3. Each group Gr forms a complete graph.

2.2 STAR Architecture [11]

The address of a node in an n-star Sn is identified by a unique
permutation of the digits {1, 2, 3, . . . , n}. Let fi, (2 ≤ i ≤ n−1)
be a function that maps permutation Pk of the digits 1, 2, 3, . . . ,
n to another permutation P′

k, i.e. fi(Pk) = P′
k where the first and

the ith digits in Pk are interchanged to generate P′
k.

The mapping function f1 on Pk is such that the first and
the nth digits in Pk are interchanged to generate Pm. That is,
f1(Pk) = Pm. In other words, the last digit of Pm is identical to
the first digit of Pk and vice-versa; meaning thereby that Pk and
Pm belong to two different Sn-1 stars which are the components
of Sn and the nodes represented by these addresses, i.e., Pk and
Pm are directly connected to each other. For example, in a 4-
star, any two of the component 3-stars have two links connecting
them. Thus, we see that number of nodes in a complete n-star is
n!

An example of a complete 4-star, S4 is shown in Figure 2.
Note that it has 24 (4!) nodes and each component 3-star, S3
is also a complete one and has 6 (3!) nodes. That is, the S4
has four component complete 3-stars. However, in general, a
star may be an incomplete one as well. Later when we use the
topological properties of a star to design the modified RC based
network, a node in a star means a group head as in the RC based
one.

Figure 2: A complete 4-star architecture

2.3 Comparison of the diameters of the two architectures
We shall consider number of overlay hops between nodes as
the parameter to determine diameters. For this purpose, in RC
based one, we consider only the group heads located on the ring.
The peers inside a group form a network of diameter 1 and so,
we may not need to count it while determining the diameter of
the (transit) ring because a group head may not have any other
member present at a given time. For Star architecture [11] we
consider only the nodes that form the architecture. Later in
this paper, we shall propose a hybrid star topology using both
RC-based ones and star networks in which a node represents
a group head of peers with identical interest. The comparison
of diameters of RC-based networks and star interconnection
networks is stated below.

From the information stated above, we observe that as the
number of group heads/nodes increases, diameter of RC based
architecture increases much faster compared to the diameter
of a star architecture. Therefore, latency of any data look-up
protocol will be much smaller in a Star network compared to
that in an RC based network.
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RC-based ring network Star interconnection network
Number of Group heads Diameter Complete Star Number of nodes Diameter

6 3 3-Star 6 3
24 12 4-Star 24 5

120 60 5-Star 120 7
720 360 6-Star 720 9

Table 1: Comparison of RC-based ring network and Star interconnection network

3 A Six-node Basic RC Component and A Complete
3-Star

We highlight below the similarities and dissimilarities
between a six-node basic RC-based component and a complete
3-Star.

Let us consider the two architectures as shown in Figure 3
and Figure 4. We name the first one as a basic RC-based
component. The second one shows a complete 3-star. One
main reason to consider such an RC based component is that
it is very unlikely that there will exist less than six distinct
types of resources at any time. Even if it is, as will be clear
later that (see Section 4, Figure 5 and Figure 6) the architecture
will simply be an RC-based ring with less than six nodes. The
structural similarities and dissimilarities of the two architectures
are stated below. As is seen in the figures, the overlay addresses
in the two architectures are based on RC based idea and star-
based idea respectively. The two architectures have the same
diameter (3 in terms of hop). So, data look-up latency in both
can be at most 3. This is the similarity. Now, consider that
node f has left. In Figure 3, the topology remains connected,
i.e., it remains a ring [10]. So, performance of any data look-up
protocol does not degrade. However, in Figure 4, the same is not
true because the topology is a disconnected one resulting in an
incomplete 3-star. This is the dissimilarity. This simple and yet
important observation will be used in constructing the proposed
architecture.

Figure 3: RC-based component

Figure 4: A complete 3-star

4 The Proposed Hybrid Architecture and Some Relevant
Properties

In the proposed architecture we assume that it will consist of
a number of basic RC-based components and the components
will be connected to form a complete n-star. Data look-up inside
an RC-based component will follow the existing data look-up
protocol reported in [10] using the RC-based overlay addresses
of the nodes and inter-component routing (i.e., to send any query
from component to component) will use the star-based overlay
addresses. Note that in the architecture, every node in the star
will be a group-head of peers with the same resource type. We
shall use group-head and node interchangeably. The reason
for consideration of such intra-component and inter-component
query protocols is two-fold: 1) under no circumstances an RC-
based component can be disconnected, so there will be no
degradation of performance of the look-up process, and the
latency of intra-component query look-up will be limited by 3
hops, 2) overlay distance between any two nodes in the hybrid
architecture will at most be equal to the diameter of the n-star
plus 2; this 2 is due to the fact that diameter of each source group
and destination group is 1. Therefore, it results in a much less
latency required for the query propagation compared to that in
an RC based ring topology with the same number of nodes n!.

In the above architectural design, a node needs to have a
tuple of overlay addresses (a1, a2), in which a1 represents the
node’s RC-based overlay address and a2 represents its star-
based overlay address. For example, in Figure 3, the address
tuple of node ‘a’ will now become (0, 123). The first one is
used for intra-component query propagation and the second one
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is used for the inter-component query propagation.

We now illustrate briefly how the proposed architecture is
constructed. Let us start with a single node ‘a’. The address
tuple of the node ‘a’ is (0, 123). Now consider that a second
node ‘b’ joins (Figure 5). The address of this second node
is (1, 213). Note that it is now a ring of two nodes (see
the dotted link between the two nodes). Now consider that a
third node ‘c’ joins. Its address tuple is (2, 312). The basic
component structure is still a ring (see the dotted link in Figure
6). However, if we consider a 3-star with these three nodes, it is
just incomplete and definitely the performance of any query in
it will degrade. This will go on unless the component contains
all six nodes. This is the reason which we mentioned earlier,
why each component will be constructed using RC based idea.
However, when a new node, say ‘g’, (seventh one) joins, it
will form the second basic component (of a 4-star) with one
node only and the overlay address tuple of ‘g’ will be 4231
while at the same time the second component address of each
of the nodes in the first basic component will be updated as
xxx4 (see Section 2.2). In addition, based on star topology,
node ‘a’ and node ‘g’ will have a direct overlay link for inter-
component query propagation. The structure is shown in Figure
7. In this way, using RC based components, star topologies of
higher dimensions can be constructed. In this context, it may
be mentioned that while the number of the distinct resource
types is limited [12], the number of members in a group can be
enormously large (theoretically infinite). This is one of the main
characteristics (advantages) of the residue class-based design
and it has been incorporated in the Star architecture (of the
proposed design) consisting of basic RC Based components.

Figure 5: A two-node component

Figure 6: A three-node component

Figure 7: An incomplete 4-star

Note that in general, for an n-star, the star-based overlay
address of any node will be a specific permutation of the n
literals, viz., 1,2,3,. . . ,n.

We now define ‘neighbors’ of a node x in a basic RC-based
component using its star-based overlay address. Let this address
be ABC. Then, nodes with addresses BAC and CBA are the
neighbors of node x. It means that node x has direct logical
connections with these two nodes in the basic component which
is also a complete 3-star. These connections can be used by node
x for intra-basic component or simply intra-component routing.
Now assume that the overlay topology appears as a complete 4-
star. So, we now add another literal, say D in the overlay address
of node x and the address becomes ABCD. Then, according to
star topology node x will be logically connected to node DBCA
that belongs to a different 3-star. Therefore, degree on node x
increases from 2 in a basic component to 3 in 4-star topology.
Thus, node x has three neighbors in 4-star topology. This
connection to the 3rd neighbor implies that node x can use this
for inter-component routing in the 4-star. Now consider that this
4-star is a part of a complete 5-star. Then, the address of x will
consist of 5 literals and so it becomes ABCDE. Then, according
to 5-star topology node x will be logically connected to node
EBCDA. Therefore, node x now has 4 neighbors. To conclude,
in an n-star overlay hybrid architecture, degree of any node is
(n-1). Thus, any node can use these addresses (of neighbors)
to multicast its information to different basic components of
the topology. This idea may be used to incorporate parallelism
in broadcasting by any node in the network. In this context,
it is understood that the overlay address (be it basic RC-based
component or not) of a node will be paired with its IP address.
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Example:
In Fig 4, node with address 123 has its neighbors as 213 and

321.

In Fig. 2, the 4-star address of the above node will have 4
literals and it is 1234. Neighbors of the node with 4-star based
overlay address 1234 are 2134, 3214, and 4231. The first two
are in the same RC-based component as is the node 1234, and
the 3rd one is in another RC-based component in the parent 4-
star. We name this 3rd one as an inter-component neighbor of
the node 1234. For inter component propagation of query/data
from node 1234 to node 4231, and vice-versa, this 3rd neighbor
is necessary. Note that the 3rd one is obtained by interchanging
the first and the 4th literals of 1234.

If it is a 5-star, address of the above node will have 5 literals
and it is 12345; its 4 neighbors are 21345, 32145, 42315, and
52341. The first two are in the same RC-based component as
is the node 12345. In this case, the 3rd and 4th nodes are the
inter-component neighbors of node 12345. The 3rd one is used
for propagation of information from node 12345 to a different
RC-based component belonging to the same parent 4-star. The
4th neighbor belongs to a different 4-star component of the 5-
star topology and its address is obtained by interchanging the
first and the 5th literals of 12345; it is used for information
propagation between two 4-stars.

In general, a node in an n-star will have (n-1) different
neighbors; two of them belong to its parent RC-based
component and the rest are one for each higher order star
respectively. It may be noted that the n-star is a nested
architecture in a sense that it consists of (n-1) stars; each (n-
1) star consists of (n-2) stars and so on till it comes down to
component 3-stars.

For low latency propagation (limited by the diameter of a
given star topology) we consider that the following information
to be present with each node in an n-star. Each node maintains
the following tables:

1) Resource table for basic component (RT-Basic)

2) Resource tables for next higher order stars (RT-4-Star, RT-
5-Star, etc.)

3) Each node maintains a list of its (n-1) neighbors.

Example:
Consider the RC-based component and the 3-star of Figures 3

and 4. The RT-Basic for the nodes in a basic component appears
as

Table 2: RT-basic
nodes resource-code (ar) 3-star-based address (as)

a 0 123
b 1 213
c 2 312
d 3 132
e 4 231
f 5 321

In the above table, RT-based overlay address of a node and
the resource code it possesses are the same ones.

Table for the 4-star of Fig. 2 is shown below:

Table 3: RT-4-Star
resource-code-range 4-star-based-address-range

0, 5 xxx4
6, 11 xxx2

12, 17 xxx1
18, 23 xxx3

In this table, each row corresponds uniquely to one 3-star
component of a 4-star. In a row, the first entry denotes the
lower and the upper code values of the six resources present
uniquely with the six nodes belonging to a component 3-star;
the second entry denotes that the star-based overlay addresses
of the six nodes in it end with the same literal. Note that overlay
addresses of the six nodes can be obtained by permutations of
the first three literals (denoted as xxx) while the 4th literal is
fixed in all these six addresses.

Table 4: RT-5-Star
resource-code-range 5-star-based-address-range

0, 23 xxxx5
24, 47 xxxx2
48, 71 xxxx3
72, 95 xxxx4
96, 119 xxxx1

In this table for a 5-star, each row corresponds uniquely to
one 4-star component of a complete 5-star. The corresponding
5-star topology is not shown here; however, the above table
actually gives the information of the topology. In a row, the
first entry denotes the ranges of resources (resource codes)
present in the component, and the second entry denotes that the
overlay addresses of the 24 nodes in it end with the same literal.
Therefore, we observe that for an i-star topology, it will have
i numbers of component (i-1) stars. We denote a component
as the mth component in which the ith literals in the overlay
addresses of all nodes in the component are m. For example,
in the above RT-5-star table, there are five 4-star components,
and the respective 5th literals in the overlay addresses of the
five component 4-stars are 1, 2, 3, 4, and 5. That is, all nodes
in component one will have 1 as the last literal in their overlay
addresses; all nodes in component two will have 2 as the last
literals in their overlay addresses; and so on.

In a similar way as above, tables can be built for higher order
stars. However, it has been shown that in reality the number of
distinct resource types is limited [12].

Therefore, we suggest that the design consideration should
be restricted to a maximum of 6-star that contains 720 distinct
resource types (Section 2.3). If necessary, a federation of 6-
stars or even of 5-stars can be built (not covered in this paper).
However, the proposed unicast algorithm in Section 5 is a
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general one that considers any hybrid n-star topology. In this
context, we repeat that each node is the group-head of a group of
peers possessing similar kind of resources, and the construction
of each group is such that it can contain very large number
of such peers (theoretically infinite). Note that for an n-star
hybrid topology, the total number of rows of the tables together
is (6+4+5+6+. . . +n), i.e., n(n+1)/2. Thus, for a 6-star topology,
it will be 21x2 only, which is reasonably quite small for any
group-head (node) to store.

5 Data Look-up Algorithm.

Let us present an algorithm for unicast communication. We
assume that in an n-star hybrid topology a query for an instance
of a resource with code ar’ is originated at a node with a tuple of
overlay addresses (ar, as). Each node maintains tables such as
its parent RT-basic, RT- 4-star, RT-5-star, and so on. Each node
maintains a list of its neighbors.

5.1 Algorithm Unicast

We start with a description of searching inside a RC-based
component as this will be used in the main body of the unicast
algorithm as a subroutine.

Algorithm 1 Intra-RC-Based-Component
if ar′ ∈ RT -basic [ar−ar′]> 3
Diameter of a RT-based component is 3 ar forwards the
query to its immediate predecessor
else
ar forwards the query to its immediate successor
for each intermediate receiving node N
N forwards the query until its code is equal to ar′

ifN has the answer to the query N unicasts the answer to
node ar using the IP address of ar
else
One-hop communication since the diameter of each group-
head is one N broadcasts the query in its group-heads
if ∃p′ with ar′

Peer p′ unicasts ar′ to ar
else
Search latency in the group-heads is minimal, i.e., only two
hops Search latency in the group-heads is minimal, i.e.,
only two hops

else
Execute Algorithm Unicast

Algorithm Unicast:

1. The originator node, identified by the tuple of overlay
addresses (ar,as), starts searching through the resource
tables of higher-order stars.The search continues until a

resource with the code ar′ is found in some mth component
of an (i− 1)-star of an i-star, where 4 ≤ i ≤ n. Since the
originator node belongs to a 3-star component, the search
begins with its parent 4-star. The search then continues
through progressively higher-order stars until the desired
resource is located.

2. Node ar finds the ith literal, i.e., m, in the n-star-based
overlay address of the mth component of the (i−1)-star.

3. If node ar′’s overlay address starts with the literal m, node
ar interchanges the first literal with the ith literal of its
address. Node ar then forwards the query to the node with
this modified address in the mth component of the (i−1)-
star, and control flows to step 7.

4. Node ar finds its neighbor whose overlay address starts
with the literal m. Each node in a 3-star component has
exactly one neighbor in each higher-order star.

5. Node ar forwards the query to the neighbor.

6. neighbor node interchanges the first literal with the ith
literal of its address and forwards the query to the node with this
address in the mth component (i-1)-star.

/ receiving node is an inter-component neighbor of the
sending node

7. receiving node in the mth (i-1)-star now becomes the new
originator node and the following steps 7.1, 7.2 are executed.
/vspace10pt

7.1. new originator node searches its resource table to identify
the (i-2)-star that has the resource; steps 2 to 6 are executed with
this new originator and the (i-2)-star; this process continues until
a 3-star is identified to have the resource

/ Resource tables of lower order stars from (i-2)-star to 4-star
are searched

7.2 control flows to Algorithm Intra-RC-Based-Component

Theorem 1. Message complexity of Algorithm Unicast is
O(n).

Proof. Proof is constructive. Worst-case appears when in
Step 1 of Algorithm Unicast implies that if the resource is
initially found in some component (n-1)-star of the n-star hybrid
topology, steps 2 to 7.1 will be executed repeatedly until a 3-star
is identified to have the resource. During each repetition, the
query is sent to an appropriate node in a star of immediate lower
dimension. Thus, so far (n-3) message-transmissions take place.
Once in a 3-star it takes at most 3 overlay hops (diameter of a
3-star can be at most 3) to reach the final probable destination.
So, all together there are [(n-3) + 3) = n] message-transmissions.
However, if Steps 4 and 5 are to be executed in each repetition,
(n-3) more message transmissions take place. Therefore, total
number of message transmissions in the worst-case is n+(n-3),
i.e.(2n-3). Hence, the message complexity is O(n).

Example of unicast query propagation

Let us consider the 4-star network of Fig. 2. Let a peer in
group j with group-head address tuple (1, 2134) has requested its
group-head for a particular instance of a resource with resource
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code 11. Note that the group-head may itself be the requesting
peer. Let us denote this group-head as gj. Group-head gj
maintains its tables RT-basic and RT-4-star. It first searches the
table RT-basic and does not find the resource 11 in it. It then
searches the table RT-4-star, and the 3rd entry (12, 17 xxx1)
indicates that resources with codes from 12 to 17 exist with
the peers of the RC-based component 3-star in which the 4-star
based addresses of all six nodes end with the literal 1. Now g j
finds its neighbor that has its overlay address starting with the
literal 1 and it is 1234. Node g j sends the query to the neighbor
1234.

Node 1234 interchanges the first literal with the 4th literal
of its address to obtain 4231 and sends the query to this new
node 4231. If node 4231 possesses resource with code 11 and
if has the answer to the query, it directly sends the reply to
the requesting group-head gj; else it broadcasts the query in its
group to learn if a peer in its group has the answer. If so, the
peer sends the answer to gj directly; otherwise search fails. On
the other hand, if node 4231 has different resource code, it then
initiates the searching in its parent RT-based component 3-star.
This searching to identify the group-head that owns the resource
code 11 takes at most 3 overlay hops as the diameter of any RC-
based component can be at most 3. Searching for the correct
group-head can also be done without any propagation of the
query in the basic component. It can be done by node 4231 via
a simple search of the appropriate RT-basic table for the correct
owner of the resource with code 11. Node 4231 then has to
contact the owner directly informing about the query. However,
because of very low diameter of a basic component, query
propagation may be a reasonably good idea and therefore, in
this work, we have considered the query propagation approach.
Finally, as stated above if a peer (be it a peer in a group or a
group-head itself) is found to have the answer, it will directly
send the answer to the requesting group-head.

5.2 Fault Tolerance

Observe that links in a star topology are physical [11] while in
our proposed hybrid architecture using both RC-based and star
topology, links are virtual. Hence, there is no need to consider
any link failure.

In addition, each node here is actually the group-head of a
group of peers with similar kind of resources (interests) and the
construction of each group is such that it can contain very large
number of such peers (theoretically infinite); therefore, it is very
unlikely that a complete group of peers will disappear because
of churn [10]. It may be noted that inclusion or exclusion
(leaving) of any peer, related to an existing group does not
change the diameter of the group (which is one); since peers
in a group form a complete graph.

6 Conclusion

In this work we have used some topological properties of Star
inter-connection networks to redesign an already existing

Residue class-based peer-to-peer architecture. The existing
RC-based architecture has been the choice in this work because

of its manifold advantages. Specifically, the following two
structural properties are behind the choice: these are (1) all

peers with the same interest (or possessing same resource type)
structurally form a group of diameter one, and (2) the group
heads are connected in the form of a ring and the ring always
remains connected even in presence of any churn. However,
data look-up latency is k/2 for an RC-based network with k

group heads. It may appear substantial if k is large. In order to
reduce this latency, some pertinent topological properties of

Star network have been used to modify the existing RC based
design. The proposed hybrid design has much less diameter
than in its original design (RC based design). It reduces the

data look-up latency remarkably. In an n-star hybrid topology,
the overlay distance between any two nodes in the hybrid

architecture will at most be equal to the diameter of the n-star
network plus 2; this 2 is due to the fact that diameter of each

source group and destination group is 1. Therefore, it results in
a much less latency required for the query propagation

compared to that in an RC based ring topology consisting of
the same number of nodes n! as in the n-star hybrid network.

Future works aim at designing secured multicast and broadcast
data look-up algorithms in the proposed design.
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Abstract

Peer-to-peer (P2P) networks are a class of network systems
distinguished by their capacity for large-scale distributed
information sharing. In this context, a number of novel P2P
topologies are put forth, including the interest-based Residue
Class (RC) P2P networks, which are non-DHT. The RC-based
P2P networks are open, dispersed, and anonymous, making
them susceptible to a number of security issues. Because
RC-based P2P networks lack a centralized authority to control
the nodes that constantly join and exit the network, trust
verification is a challenging problem. In this research, we
offer a trust model designed for RC-based P2P networks. To
build trust, we employ a Trust Factor (TF) in conjunction
with the Zero-Knowledge Proof (ZKP) idea. The foundation
of the model is the trust mechanism that allows nodes to
improve and establish their reputation within the network. By
effectively recognizing malicious nodes inside the RC-based
P2P network and mitigating the likelihood of an attack on the
decentralized system, the trust model ensures secure file-sharing
and communication.
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1 Introduction

Peer-to-peer (P2P) overlay networks are commonly employed
in distributed systems because of their ability to provide
computational and data resource sharing in a scalable, self-
organizing, distributed manner. Unstructured and structured
P2P networks are the two subtypes of P2P networks. In
unstructured systems, peers can be grouped in any topology
at random [6]. It takes flooding to look up data. “Churn”
— the challenges caused by peers joining and leaving the
system frequently—is well managed in unstructured systems.
Nevertheless, this reduces the vital flexibility and efficacy of
data querying. There is no guarantee on lookups in unstructured
networks. Structured overlay networks, on the other hand,
provide deterministic boundaries for data discovery. Based on
a distributed data structure that genuinely permits deterministic
data search behavior, they develop scalable network overlays.

A recent development in the architecture of structured overlay
systems is the use of distributed hash tables (DHTs) [16, 25,
44]. According to [16, 25, 26, 44, 48], overlay designs of this
kind can offer effective, adaptable, and robust services. On the
other hand, keeping DHTs while handling the churn issue gets
costly. Designing an efficient data query service necessitates a
major shift. Creating hybrid systems has been the subject of
several noteworthy articles in this field [14, 35, 39, 49]. The
aforementioned studies endeavor to integrate the advantages of
both structured and unstructured frameworks. However, these
efforts come with a unique mix of benefits and drawbacks [2].

There has also been much interest in a non-DHT-based
structural design method that is interest/resource driven [18, 22].
In addition to aiming to reduce churn management complexity,
it provides the advantages of DHT-based systems. Our paper
presents a non-DHT fog computing architecture that is built
on interest/resource and publish/subscribe mechanisms. This

ISCA Copyright© 2024
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architecture facilitates efficient resource sharing for sensor data
processing. In designing the architecture, we considered the
non-DHT-based interest/resource-based architecture suggested
in [18, 22].

Due to the lack of centralized authority to control the frequent
joining and departing of nodes, peer-to-peer (P2P) distributed
trust verification is a complicated problem [3]. The trade-offs
between security, performance, and cost are substantial. The
network may experience a considerable load as more nodes are
added, marking each one as authentic. Second, devastating
attacks like replay, sybil, and eclipse attacks—in which the
adversary produces a large number of malicious peers—can
occur on P2P networks. Furthermore, the processing and
bandwidth capacity of these networks is constrained, which
makes it challenging to deploy a resource-intensive protocol
for defense and mitigation. It becomes very difficult to
integrate traditional Public-key Infrastructure (PKI) because of
these problems. In general, the dispersed network necessitates
that users authenticate one another in a scalable, secure, and
effective way. P2P networks are open and anonymous, which
makes it simple for malevolent users to enter the network and
cause havoc by introducing fake content [7]. Peers find it
uncomfortable to initiate contact with unfamiliar users in such
a setting until they are seen as trustworthy. Credibility can
be offered through the use of a reputation system. Many
experiments on reputation systems to simulate peers’ prior
behavior have been conducted in recent years [1], [24], [47],
[41], [52], [53], [28], [40], [12], [32], [5], [46], [8], [9], and
[45]. However, there is still work to be done in integrating
them into the actual system. The most effective example of
Google’s reputation system, PageRank [34], determines a page’s
reputation based on how popular it is on the internet. The
quantity of links pointing to the page and the popularity of
the pages from which the connections originate are the two
metrics used to gauge popularity. Reputation systems have been
developed for peer ranking based on a similar principle, where
the most reputable peer is deemed to be the most trustworthy
[24], [52], [53], and [40]. In any such system, the network
as a whole usually builds the consensus. There are four main,
fundamental issues with these reputation systems.

Finding a balance between anonymity vs. trust [43] is
a significant problem in P2P networks. Anonymity is a
highly wanted feature for privacy reasons, allowing users to
communicate without disclosing their identities or sensitive
information. Users are shielded from targeted attacks,
censorship, and spying as a result. However, this level of
anonymity allows malicious actors to disrupt the system in
a covert manner without triggering any detection mechanism.
However, trust necessitates identification confirmation or
tracking past behavior, both of which put users’ anonymity at
risk. Building trust in a highly anonymous network is extremely
challenging, which makes it harder to hold malicious nodes
responsible and boosts network-level attacks such as spamming
and the spread of false information. However, a reliance on trust
sometimes means relying on reputation or identity verification

Figure 1: Sequence diagram for an encrypted message sent
from sender to receiver after successfully verifying the
receiver [11].

systems, which can compromise user privacy. Thus, it can be
difficult to strike the right balance between these two opposing
objectives in P2P networks.

Lightweight cryptography using Zero Knowledge Proofs
(ZKP) offers a compelling solution to address the above
challenges. ZKP allows a prover to demonstrate to a verifier
that a certain statement such as the legitimacy of a node is
true, without revealing any information beyond the truth of the
statement itself. This provides a mechanism for establishing
trust while preserving user anonymity which is a challenging
balancing act in P2P network. Moreover, ZKPs are beneficial in
minimizing computational overhead and communication costs,
essential for the effective operation of resource-constrained P2P
networks. Furthermore, the unique aspect of ZKPs is to provide
non-interactive proofs that are succinct and efficient, requiring
minimum interaction between prover and verifier, reducing
network latency, and speeding up the data transfer process.

The authors of [11] have presented a ZKP-based protocol that
is lightweight, safe, and efficient for building and preserving
trust between anonymous peers and group chiefs in a P2P
network during the data transfer phase. The communication
is started by the sender group head asking the recipient node
to complete a one-step challenge (such SHA-ing a random
number). The sender uses the unique solution they have
received as a nonce to encrypt the message and send it to
the recipient. Since the recipient node is the only one with
the decryption key, only it can decrypt the message. It
basically carries out a safe key transfer procedure together with
a symmetric encryption algorithm. Without jeopardizing any
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private data, the sender node can easily create an alternative
compact problem statement by altering the mathematical
operation or random number. Additionally, without the
intervention of a third party, the protocol can be performed
numerous times until the verifier is satisfied with the prover’s
reliability.

When a recipient node fails to react within the predefined
timeout period or responds incorrectly to the sender’s challenge,
it is classified as ‘corrupt’. As a punishment and deterrent for
breaking the protocol, nodes that have been flagged as corrupt
are essentially barred from participating in any further phases
of data transfer. The network’s integrity is maintained by this
continuous detection mechanism, which shields it from nodes
that can jeopardize the security operation of the system.

By balancing user anonymity and the reliability of group
head nodes, this protocol tackles the challenging problem
of distributed trust verification in peer-to-peer networks. It
is perfect for P2P networks with limited resources since it
requires less interaction, which lowers communication and
computing overhead. Furthermore, continuous trust verification
is suggested by this method. This removes presumptions
regarding intrinsic reliability and hence lowers the risk of
assaults. It strengthens network security and protects user
privacy by making our approach a reliable and scalable trust
verification technique.

According to the authors in [11], in the worst case, the
number of hops needed rises as 2k+3 (where k is the maximum
number of puzzles the network administrator has set),and the
ZKP puzzle transfer is only generated during the data transfer
phase. This results in a lag in the data transfer process. Another
problem with the security approach described by Deverasetti et
al. [11] is that it has very strict policies that are not tolerant in the
slightest. For example, a recipient node is labeled as “corrupt”
if it fails to respond to a challenge from the sender within
the predetermined timeout period or if it responds incorrectly.
In this paper, we propose a regular maintenance approach to
address these issues and make the policies more tolerant. We
incorporate a Trust Factor (TF) that is updated each time the
nodes exchange ZKP challenges, along with the same ZKP-
based security approach as in [11]. Basically, this TF will
allow the nodes/peers to self-correct in case drastic ; we’ll
go into more depth about this in section 3. Moreover, this
approach suggests continuous trust verification, which reduces
the likelihood of attacks by eliminating assumptions about
intrinsic reliability.

This makes our methodology a scalable and trustworthy
trust verification method, enhancing network security and
safeguarding user privacy. This paper has four main sections.
In Section 2, we give the overview of the previously proposed
RC-based P2P network and the background on Zero Knowledge
Proof (ZKP). Followed by in section 3 we propose our ZKP
Maintenance Protocol and the secured data-lookup . Model
evaluation and discussion is part of Section 4. We are
concluding with the highlights of our work in Section 5.

2 Preliminaries

2.1 RC-Based P2P Network [19]

Here, we have taken into consideration some of the first
results of an RC-based low diameter two level hierarchical
structured P2P network [19, 21, 30]. We provide a structured
design for an interest-based peer-to-peer system in this section.
We will use the following notations and their meanings to define
the architecture.

Definition 1: We define a resource as a tuple < Resi,V >,
where Resi denotes the type of a resource and V is the value of
the resource. Note that a resource can have many values.

Definition 2:Let S be the set of all peers in a peer-to-peer
system. Then

S = {PRi} (0 ≤ i ≤ n−1)

where PRi denotes the subset consisting of all peers with the
same resource type Resipeer among the peers in PRi to join
the system. We call Hi as the group-head of group Gi formed
by the peers in the subset PRi . We now describe our proposed
architecture suitable for an interest-based peer-to-peer system.
Generalization of the architecture is considered in [21]. We use
the following notations along with their interpretations while we
define the architecture.

2.1.1 Two Level Hierarchy
It is a two-level overlay architecture and at each level

structured networks of peers exist. It is explained in detail
below.

1. At level-1, we have a ring network consisting of the peers
Hi (0 ≤ i ≤ n−1). The number of peers on the ring is n, which
is also the number of distinct resource types. This ring network
is used for efficient data lookup, and so we name it the transit
ring network.

2.At level-2, there are n completely connected networks
(groups) of peers. Each such group, say Gi, is formed by the
peers of the subset PRi (0 ≤ i ≤ n−1), such that all peers (PRi)
are directly connected (logically)

3. Every group is also going to have a secondary group head
Gsh to maintain a fault-tolerant architecture. The secondary
group head is going to be the next highest logical address
afterAfter the group head, an address will be assigned. For
example, in a network of 10 different resource types, for group
0, Gh

0 will be the group head and Gsh2
0 will be the secondary

group head.
4. Each peer in the network maintains a Information Resource

Table (IRT) that consists of n number of tuples.

* The group heads will have a tuple of the form <Resource
Type, Resource Code, Group Head public Key>for other group
heads and <Peer Logical Address, Peer public Key>for the
other peers present in their respective group. The Group Head
Logical Address are assigned according to the proposed logical
address assignment algorithm proposed in [23] and the public
key of the group heads or the peers are exchanged when they
are joining the network and the IRT is updated and broadcasted
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in the network. Also, Resource Code is the same as the group
head logical address. article amsmath

The peers Pi, who are not group heads but belong to a group
Gi (where Pi ∈ Gi), will have the following tuples:

• ⟨Resource Type,Resource Code,Group Head Public Key⟩
for the group head of Gi.

• ⟨Peer Logical Address,Peer Public Key⟩ for the other
peers present in Gi.

5.Any communication between a peer Gx,i ∈Gx and Gy, j ∈Gy
takes place only through the corresponding group heads Hx and
Hy.

Figure 2: Example of a simple ZKP Protocol.

The proposed architecture is shown in Figure 1. The
assignment of the logical addresses is described in [19].

2.1.2 Salient Features of Overlay Architecture
We summarize the salient features of this architecture.
1. It is a hierarchical overlay network architecture consisting

of two levels; at each level the network is a structured one.
2. Use of modular arithmetic allows a group-head address to

be identical to the resource type owned by the group. We will
show in the following section the benefit of this idea from the
viewpoint of achieving reasonably very low search latency.

3. Number of peers on the ring is equal to the number of
distinct resource types, unlike in existing distributed hash table-
based works some of which use a ring network at the heart of
their proposed architecture [26].

4. The transit ring network has the diameter of n/2. Note
that in general in any P2P network, the total number of peers
N >> n.

5. Each overlay network at level 2 is completely connected.
That is, in graph theoretic term it is a complete graph consisting
of the peers in the group. So, its diameter is just

1. Because of this smallest possible diameter (in terms of
number of overlay hops) the architecture offers minimum search
latency inside a group.

2.2 Assurance of Trust in Peer-to-Peer Networks
Managing trust is a crucial element in peer-to-peer (P2P)
networks, particularly when it comes to secure data sharing.
Trust-based systems are key in maintaining the integrity,
privacy, and accessibility of data within P2P networks. Balfe
et el. suggested a framework for trusted computing to improve
security in P2P networks. Their strategy involves using
trusted computing technologies to create a secure base for P2P
interactions. By combining trusted platform components and
secure boot processes, they show how it’s possible to ensure
secure communication and data transfer in P2P networks [3].

Selcuk et el. introduced a system for managing trust in
P2P networks based on reputation. This system uses the
reputation of nodes to gauge their reliability. They highlight
the significance of reputation management in P2P networks and
offer a detailed framework that includes trust calculation and
decision-making processes for effective trust assessment [38].

Zhao et el. tackled the challenge of verifying results and
scheduling in P2P grids, focusing on grid computing settings
where nodes are spread across different locations. They
developed a scheduling algorithm that takes into account both
the reputation of nodes and the accuracy of their reported data.
Their work on this topic is titled ”Result Verification and Trust-
Based Scheduling in P2P Grids” [51].

Frahat et el. introduced a secure and scalable approach to
managing trust in IoT P2P networks. They recognized the
distinct features and security issues of IoT environments and
proposed a framework that guarantees secure communication
and collaboration among IoT devices. Their approach includes
trust evaluation, reputation management, and access control to
build a secure and reliable IoT P2P network [13].

Hao et el. aimed to improve the reliability of P2P networks
by incorporating blockchain technology. They suggested a
blockchain-enhanced P2P topology that allows for quick and
dependable information dissemination. The addition of trust
mechanisms further enhances the reliability and trustworthiness
of the P2P network [37].

2.3 Zero-Knowledge Proof (ZKP)
Zero-knowledge proofs (ZKP) are fundamental and powerful

tools in cryptography. Zero-Knowledge Proof (ZKP) protocols
are designed to assist provers in persuading verifiers that
they possess certain knowledge, often confidential, while
maintaining the integrity of the knowledge during the
verification process (zero-knowledge) as shown in figure 2.
Since its first introduction by Goldwasser et el. in [15], the
notion of ZKP has been used in several authentication and
identity systems.

A ZKP system is an interactive protocol in which the
prover and the verifier communicate with each other for a
predetermined number of rounds. If the assertion is true at the
conclusion of these discussions, the verifier has to be persuaded
of it. On the other hand, there is a good chance the verifier
will find the lie if the assertion is not true. Three movements,
or three communications named commitment, challenge, and
answer, comprise each round. The statement to be proven is
initially generated by the prover and sent to the verifier as a
first message, or commitment. Next, a challenge is selected at
random by the verifier and forwarded to the prover. Ultimately,
the prover delivers the response to the verifier after computing
it in light of the challenge.
A zero-knowledge proof is a demonstration that reveals nothing
beyond the truth of a statement. Here, ”proof” refers not
to the traditional mathematical concept but to an interactive
protocol where one party (the prover) convinces another party
(the verifier) of the truth of an argument. In a zero-knowledge
proof, the prover shows they know a secret without disclosing



184 IJCA, Vol. 31, No. 3, September 2024

it. Research in zero-knowledge proofs has been driven by
authentication systems where one party wants to prove its
identity to another using secret information (such as a password)
without revealing the secret itself. This is known as a ”zero-
knowledge proof of knowledge.” While passwords are often too
small or not sufficiently random for zero-knowledge proofs of
knowledge in many systems, the underlying principle is still
highly significant.
ZKPs have been crucial in maintaining privacy and security
within peer-to-peer (P2P) networks. Numerous studies have
been conducted to implement ZKPs in P2P networks for
secure communication. Danezis and Diaz introduced SybilInfer,
a system that leverages social network analysis to detect
malicious entities. ZKPs are utilized to improve the reliability
of detection and bolster the security of P2P networks [10].
Lu et al. have examined the use of ZKPs for authentication
in anonymous P2P networks. The study focuses on the
development and implementation of a pseudo-trust system
through zero-knowledge authentication [29].
Pop et al. have looked into the application of ZKPs to enhance
privacy in energy transactions on the blockchain. The research
suggests a scheme that guarantees privacy while ensuring the
integrity of energy-related transactions [36].
X Sun et al. offer a comprehensive overview and analysis of
ZKPs in blockchain applications. The review covers various
topics, including the different types of ZKPs and their potential
uses and challenges within the blockchain environment [42].
Yang and Li introduce a digital identity management system
using ZKPs within a blockchain framework. The work proposes
a secure and efficient method for managing digital identities
while safeguarding privacy [50].

Figure 3: Sequence diagram for an encrypted message sent
from sender to receiver after successfully verifying the
receiver [11].

Harikrishnan and Lakshmy explore the application of ZKPs for

secure payments in distributed networks. The authors suggest
a scheme that ensures the confidentiality and integrity of digital
service payments while maintaining anonymity [17].
Major et el. present an authentication protocol based on chaos
theory and ZKPs. The paper introduces a new method to
enhance security and privacy in authentication protocols [31].
Kosba et el. discuss the development of scalable ZKPs without
a trusted setup. The work introduces a construction known as
zk-STARKs, which provides an efficient and scalable solution
for ZKPs [27].
Ben-Sasson et el. concentrate on the creation of scalable ZKPs
with no trusted setup. The paper introduces a construction
called zk-STARKs, which offers a highly efficient and scalable
approach to ZKPs [4].
One of the most compelling uses of zero-knowledge proofs
within cryptographic protocols is to ensure honest behavior
while maintaining secrecy. The idea is to require a user to prove
that their actions are correct according to the protocol. Because
of the soundness property, we know the user must act honestly
to provide a valid proof. Due to the zero-knowledge property,
the user does not compromise the privacy of their secrets during
the proof process.
For example, in [11] the authors have incorporated the concept
of ZKP. Irrespective of the intricacy of the proposition being
proved or the amount of data involved, the authors have
employed succinct proof that is very verifiable.
A result, in comparison to traditional NP verification, they
need less processing complexity. They are specifically
chosen to minimize communication and processing overhead.
Furthermore, in order to minimize communication between
the prover and verifier, the protocol is intended to assure
minimal interactions. chosen to minimize communication
and processing overhead. Furthermore, in order to minimize
communication between the prover and verifier, the protocol is
intended to assure minimal interactions. Because of this, the
issue formulation is appropriate for the P2P trust verification
context, which has limited resources. The sender group
head node suggests a one- step challenge for creating proof
and building confidence, such as SHA-256 hashing a random
integer.
It is simple to alter this random number in order to provide a
fresh challenge for every hop and produce a fresh verification
key. In response to this difficulty, the receiver node—which
is also the group head—develops a special method that can
serve as a nonce, a number that is only used once to make
sure that previous messages are not repeated in replay attacks.
They transfer the message to the following hop in the network
until it reaches its intended destination, after utilizing ZKPs
to confirm the group head node’s reliability. It eliminates any
presumptions that a peer is inherently trustworthy by ongoing
trust verification. Rather, every node must demonstrate and
earn its authenticity and integrity, which lessens assaults from
corrupted nodes via replay and sybil, among other methods.
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Figure 4: IRT example with 3 resource types

Figure 5: Sequence diagram for successful trust verification
between Prover and Verifier

The ZKP puzzle transmission is only created during the data
transfer phase, and in the worst scenario, the number of hops
required increases as 2k+3 (where k is the maximum number
of puzzles the network administrator has chosen), according to
the authors in [11]. The data transfer procedure lags as a result.
The highly rigorous and non-tolerant principles of the security
method outlined by Deverasetti et el. [11] provide another
issue. For instance, a receiving node is flagged as ”corrupt” if it
answers erroneously or does not answer to a challenge from the
sender within the allotted delay period.

Figure 6: Sequence diagram for response lost during trust
verification between Prover and Verifier

As a result, we suggest a routine maintenance strategy in the
section that follows to deal with these problems and improve the
policies’ tolerance. We implement the same ZKP-based security
method as in [11], coupled with an updated Trust Factor (TF)
every time the nodes exchange ZKP challenges. In essence,
if something goes wrong, this TM will let the nodes/peers
self-correct. Additionally, this method proposes ongoing
trust validation, which lessens the probability of assaults by
dispelling the notion of inherent dependability. As a result, our
technique improves network security and protects user privacy
while being scalable and reliable for trust verification.
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Figure 7: Sequence diagram for trust verification between
Prover and Verifier where Prover is found to be
potentially malicious

Algorithm 1 ZKP Maintenance Protocol
1: Counter = 0
2: Gh the Prover initiates the ZKP maintenance protocol
3: Gh unicasts challenge request Puzreq to Verifier (Verifier → Gh,

Gh and Gsh)
4: Verifier, after receiving Puzreq, generates PuzV and unicasts it to

Ghi+1
5: Verifier waits for Tout (Tout is the timeout set by the network

administrator)
6: Gh solves PuzV and responds with RePuzV to Verifier
7: if (RePuzV is true) and (verified by Verifier) and (within TPout)

then
8: if TF of Prover = 0 then
9: No change in TF is made by the Verifier in IRT

10: else
11: TF is decreased by 1 by the Verifier in IRT
12: Broadcast it to other group heads using IRT
13: end if
14: else
15: if Counter ¡ 3 then

(Counter = Max
TF value set by the network administrator)The respective
Group Head re-initiates Step 6 Counter = Counter + 1

16:17:18: else
19: Verifier increases the TF for Gh in IRT by 1
20: Broadcast it to other group heads using IRT
21: Other group heads update their IRT
22: if TF for Gh == 3 then
23: Ghi is marked as malicious and removed from the network

and broadcasted updated IRT to all other group heads
24: The Gsh of Gi is made the new Gh and the next highest

logical address after Ghi is made the new Gsh
25: end if
26: end if
27: end if

3 Zero-Knowledge Succinct Proofs and a Trusted Factor
for RC-based P2P

In this section we present the regular maintenance strategy that
every group head in the RC-based P2P network is going to use to
maintain the trust in the network. In this scenario, we propose
of including a new column in the Information Resource Table
(IRT) mentioned in section 2.1.1, this column will be the Trust
Factor (TF) as shown in figure 4 as an example, for say group
head of group 0 i.e. Gh with 3 different resource types. The
TF will be range from 0-3 or some other maximum value as
determined by the network designer. The score ranges from ‘0’
being the most trusted, ‘3’ being extremely malicious and mildly
suspicious for intermediary values. Initially all the group heads
will be assigned with the TF 0. Every group head has to initiate
the regular ZKP maintenance protocol within a certain time
period as determined by the network designer. In the regular
ZKP maintenance protocol, the group head initiating it, will be
acting as the prover and the group heads adjacent to it as well as
the secondary group head of that particular group will be serving
as the verifier.

Algorithm 2 Secured Data Look-up and Transfer Protocol for
RC-based P2P Network

1: Gx initiates a look-up request for ( Vreq , PubGx) and sends it to
Gh

i
2: Gh broadcasts the request; every group head G j receiving the broadcast

message follows these steps:
3: if Gh finds Vreq its Resource type then

4: if Gh has Vreq then
5: Gh encrypts E(V data,PubGx) and sends it back to Gx using

the same path it received Vreq
6: Gx, after receiving, decrypts D(E(V data,PubGx),PvtGx)
7: else
8: Gh broadcasts in its group G j
9: if Group G y has Vreq then

10: Gy encrypts E(V data,PubGx) and sends it back to Gx
using the same path it received Vreq

11: Gx, after receiving, decrypts D(E(V data,PubGx),PvtGx)
12: end if
13: end if

14: end if

To generate proof and build confidence in ZKP maintenance
protocol, the starting group head or the prover suggests a one-
step challenge Puzreq, such as computing the SHA-256 hash
of a random number. This random number can be altered to
introduce a new challenge at each step and create a new reandom
number. Upon receiving the Puzreq, the verifiers will devise a
puzzle and forward it to the prover, setting a timeout period of T
Pout. In case the prover respond within T Pout, the verifiers will
check the response from the prover. If the response is incorrect,
they will send the puzzle back to the prover, allowing them
another opportunity to demonstrate their trust. The number of
attempts can be set by the network administrator. The number of
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attempts can be set by the network administrator. If the response
does not arrive within T Pout, the verifier will send the puzzle
back to the prover, offering them another opportunity to prove
their trust. Similarly, the number of attempts can be set by the
network administrator. This process is essential because there’s
a possibility that the prover is trustworthy, but due to network
delays, the response does not arrive within the specified T Pout.
The scenarios are represented in figures 3, 6, and 7.
Whenever the ZKP maintenance protocol is started by the
group head, for instance, Gh, the verifiers will record the time
of its initiation. If it take longer than a predetermined time
frame (established by the network administrator) after the initial
recording, the verifiers will flag this as suspicious activity and
increment the trust factor for that particular group head in
the IRT. They will then notify all group heads of the updated
IRT, prompting them to update their own IRT. This procedure
guarantees continuous maintenance in the RC-based network
and maintains trust among the group heads.
and maintains trust among the group heads. Let us consider a
RC-based network with 10 resource types, therefore, the group
numbers range from (G h 0 ..... G h 9 ), the group head of group
0, G h 0 wants to initiate the ZKP maintenance protocol, then
G h 0 is the Prover and G h 1 , G h 9 and G sh 2 0 will be
the Verifier. The ZKP maintenance protocol initiated by every
group head is given in algorithm 1.

3.1 Secured Data Look-up and transfer Protocol for
RCbased P2P netwo
Through the use of ZKP maintenance protocol proposed in
algorithm 1, we can assure that there is trust being developed
between the group-heads, as the group heads being the center
of target for the network. The Trust Factor (TF) is specifically
designed to make the protocol tolerant and give opportunity
to the group-heads to prove their trust. Given this scenario,
we propose the following data transfer protocol which happens
after a successful data-lookup being done using the protocols
proposed by the authors in [33]. Let us consider that peer G x i
Gi is querying for a resource ¡ Vreq ¿. The broadcast protocol
is used as described in [20]. The secured data-transfer protocol
is presented in algorithm 2.

4 Evaluation

Our protocols, ZKP maintenance protocol and the secured
data look-up and transfer protocol proposed in section 3 was
thoroughly assessed, taking into account various conditions.
The proposed data-lookup protocol unlike in [11], requires
less number of hops to transfer the secured content from the
destination to the source. The reason being in [11], every
time a data look-p is initiated, the ZKP protocol was initiated,
whichadded to the number of hops required to maintain trust,
look-upand transfer of data. That is the reason why we proposed
onmaking our ZKP as a maintenance protocol as it will not
affectthe data look-up and transfer scenarios. Every time
the ZKPmaintenance protocol is initiated, it develops thetrust

between the group heads present in the RC-based P2P network.
On the other hand the protocols proposed in [11] were rigid in
nature, thereby not letting the peers to rectify their mistakes or
in other words good behaviour was not rewarded. We have
that option in our protocols, as good/trusted behaviours are
rewarded. The Trust Factor (TF) is proposed to increase if
a malicious behaviour is noticed, and decreased if the peer is
having trustworthy behaviour.

5 Conclusions

By utilizing Zero-Knowledge Proof (ZKP) maintenance
protocol, our innovative approach effectively addresses the
crucial problem of building and preserving trust in peer-to-
peer(P2P) networks, guaranteeing optimal security, privacy,
tolerant and speed in data transfers. By managing trust
verification and maintaining a balance between user anonymity
and node validity, the protocol improves network security and
scalability while lowering the likelihood of malicious assaults.
This enhances user experiences, increases network resiliency,
and facilitates smooth data flows. Trust verification is a difficult
issue in RC-based P2P networks since there is no central
authority to manage the nodes that join and leave the network on
a regular basis. In this study, we provided a trust model intended
for P2P networks based on RC. We use a confidence Factor (TF)
in combination with the Zero-Knowledge Proof (ZKP) concept
to establish confidence.
Our future work for this paper will be concentrated on
developing the algorithms in such a way that the overheads
are reduced for mobile and IoT environments due to
resource constraints. We also want to further expand the
concepts proposed in this paper to include dynamic trust
adaptation mechanisms that will adjust the Trust Factor
(TF) based on realtime network configurations, which will
enhance the model’s resiliency towards the ever-changing P2P
environments. We plan to integrate blockchain and machine
learning technologies which further strengthen the model’s
robustness.
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Abstract

Quantum computing represents a revolutionary paradigm
shift in computational technology, leveraging standards of
quantum mechanics to process statistics in essentially new
ways. This paper explores the underlying principles of quantum
computing, critiques modern literature on its programs, and
proposes a unique utility in optimizing supply chain control.
The study underscores the transformative potential of quantum
computing in various sectors, consisting of cryptography, drug
discovery, and synthetic intelligence, while identifying key
demanding situations and destiny research guidelines.
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1 Introduction

Quantum Computing is an emerging subject of computer
technological know-how and quantum mechanics, that
outperforms classical computer systems. Where, quantum
mechanics is the essential theories in physics that describes
nature as smallest stage of atoms and sub atoms. Quantum
computing gives overall performance with the aid of using
principles of superposition, entanglement, and quantum
interference. Researchers internationally are yet to unleash
energy and packages of quantum computing, for which they
may be operating very hard and identifying new avenues in
which it is able to be used. Despite the theoretical blessings
of quantum computing, realistic implementation faces several
challenges. Quantum coherence, errors quotes, and qubit
scalability are full-size limitations that want to be triumph over.
Moreover, the development of efficient quantum algorithms and
their integration with existing classical systems stay regions
requiring enormous studies. This chapter aims to explore these
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aspects, evaluate modern applications, and propose a unique
application for optimizing the usage of quantum computing.

2 Objectives

The objectives of this research paper are threefold:
1. To provide a comprehensive overview of the principles of

quantum computing.
2. To review current and emerging applications of quantum

computing in various fields.
3. To evaluate a novel application of quantum computing. .
Before moving ahead, let us understand quantum computing

basics.
Quantum computing has seen big improvements in current

years, with numerous corporations and institutions throughout
the globe growing quantum computer systems. Here are
the few splendid quantum computers owned by using diverse
organizations are well worth citing, IBM is a pioneer in
quantum computing, with its IBM Quantum Experience and
IBM Q structures. The company has developed quantum
processors consisting of the 27-qubit Falcon and the sixty five-
qubit Hummingbird, and it targets to scale up to 1,000 qubits
with its destiny Condor processor. IBM’s quantum computer
systems are accessible through the IBM Cloud, making them
available for both instructional and industrial use (Bell T.,
2017). Google has made good sized strides with its Sycamore
processor and claimed quantum supremacy by outperforming
classical supercomputers on precise tasks. Google’s Quantum
AI lab collaborates with NASA and other establishments to
advance quantum studies. The Sycamore processor operates
with fifty four qubits, and Google is operating in the direction of
building even greater powerful quantum systems (Bell T., 2017).

Microsoft is growing quantum computers the usage of a
topological qubit approach, which promises extra balance and
errors charges. The organization’s quantum computing efforts
are integrated into its Azure cloud platform, presenting a
complete-stack quantum solution that consists of the Quantum
Development Kit and the Q programming language (Dargon J.,
2023) (Bell T., 2017). Intel is growing quantum processors and

ISCA Copyright© 2024
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has created a forty nine-qubit chip referred to as Tangle Lake.
Intel’s method focuses on improving qubit overall performance
and scalability. The enterprise collaborates with QuTech in
the Netherlands to enhance its quantum computing technology.
Amazon Web Services (AWS) gives Amazon Braket, a totally
managed quantum computing carrier that provides get right
of entry to to quantum processors from D-Wave, IonQ, and
Rigetti. AWS aims to facilitate research and development in
quantum computing by using imparting scalable cloud-based
quantum computing assets. Alibaba organization operates the
Alibaba Quantum Laboratory in collaboration with the Chinese
Academy of Sciences. The laboratory makes a speciality
of quantum set of rules development and quantum processor
advancements. Alibaba’s cloud platform also offers quantum
computing offerings for studies and industrial programs.

D-Wave is known for its quantum annealing processors,
which can be designed for optimization problems. The today’s
D-Wave structures, which include the Advantage quantum
laptop, feature over 5,000 qubits and are utilized by various
research establishments and businesses globally. Rigetti
computing has evolved superconducting qubit-based quantum
processors and integrates them into its cloud platform. The
business enterprise’s quantum computers are reachable via
the Rigetti Quantum Cloud Services (QCS), and that they
recognition on hybrid quantum-classical computing answer.
IQM Quantum Computers, Based in Finland, IQM makes a
speciality of constructing scalable quantum computer systems
and has carried out full-size benchmarks, which includes a 20-
qubit machine with excessive constancy. IQM collaborates with
research institutions and enterprise partners to improve quantum
computing generation.

These businesses and institutions are leading the fee in
quantum computing, each contributing to the improvement
of this transformative era in precise methods. As quantum
computing keeps to conform, those corporations are possibly to
play pivotal roles in its commercialization and sensible software
across diverse industries.

Fundamental principles of quantum computing
Qubit
Quantum computing makes use of microscopic item like: ion,

electron and photon as a medium to switch and store digital data.
In quantum computing, one bit (0 or 1) statistics are encoded
the usage of orthogonal states of microscopic item, referred to
as quantum bits (or qubit). Quantum computer units qubits in
preliminary states and manipulates the states to get anticipated
end result. Quantum circuits are designed the usage of quantum
mechanics to explain the states. The states of qubits can be
written as a vector |ψ⟩ (represents superposition of states 0 and
1)

|ψ⟩= α|0⟩+β |1⟩

Where α and β (probability attribute to decide occurrence of
0 or 1) are the complex numbers such that

|α|2 + |β |2 = 1

In this equation,|ψ⟩ represents a qubit in a superposition
of the states 0〉 and 1〉, with and as probability amplitudes.
The condition |α|2 + |β |2 = 1 ensures that the qubit’s state is
normalized, meaning the total probability of measuring the qubit
in either state is 1.

Besides notation discussed above there are specific symbols
and notations are used to describe the states of quantum systems.

Following are some of the key symbols and notations
commonly employed:

1. Ket Notation: (〉)
Ket Notation is used to denote a quantum state.
For Example:
|ψ⟩ represents a general quantum state, 0〉 and 1〉 are basis

states.
2. Bra Notation (〈)
The dual vector (or Hermitian conjugate) of a Ket vector.
For example:

⟨ψ| is the dual vector of |ψ⟩

3. Dirac Notation (Bra-Ket Notation):
Combines bra and ket to form inner products (overlap) and outer
products (projectors).
For example:

⟨ψ|φ⟩ is the inner product (a complex number), and |ψ⟩⟨φ | is an outer product (an operator).

4. Basis States:
Standard basis vectors, typically |0⟩ and |1⟩ for qubits.
For example:

|0⟩=
(

1
0

)
, |1⟩=

(
0
1

)
5. Superposition State:

A linear combination of basis states.
For example:

|ψ⟩=α|0⟩+β |1⟩, where α and β are complex coefficients such that |α|2+|β |2 = 1.

6. Operators:
Represent physical observables or operations on quantum states.
Common operators include the Pauli matrices σx, σy, and σz.
For example:

Ĥ|ψ⟩ where Ĥ is the Hamiltonian operator acting on state |ψ⟩.

7. Eigenstates and Eigenvalues:
States that remain unchanged apart from a scaling factor when
an operator is applied.
For example:

Ĥ|φ⟩=E|φ⟩, where E is the eigenvalue associated with the eigenstate |φ⟩.

8. Tensor Products ():
Used to describe the state of a composite system.
For example:

|ψ⟩⊗ |φ⟩ represents the combined state of two systems.



IJCA, Vol. 31, No. 3, September 2024 193

9. Measurement Notation:
Represents the outcome of measuring a quantum state.
For example:

P(|0⟩) = |α|2 is the probability of measuring the state |0⟩

in the superposition |ψ⟩= α|0⟩+β |1⟩.

10. Probability Amplitudes:
Complex numbers whose magnitudes squared give the
probabilities of measurement outcomes.
For example:

In |ψ⟩= α|0⟩+β |1⟩,α and β are probability amplitudes.

Examples in Context
1. Quantum State Representation:

|ψ⟩= α|0⟩+β |1⟩, where |α|2 + |β |2 = 1

2. Measurement:

P(|0⟩) = |α|2, P(|1⟩) = |β |2

3. Inner Product:

⟨φ |ψ⟩

4. Operator on State:

Ĥ|ψ⟩= E|ψ⟩

These notations and symbols form the core language of
quantum mechanics, enabling precise and concise descriptions
of quantum states and their dynamics.

Superposition

Superposition is one of the fundamental principles of
quantum mechanics and plays a crucial role in quantum
computing. It allows quantum bits (qubits) to exist in multiple
states simultaneously, which is a key difference from classical
bits. In classical computing, a bit can be in one of two states,
either 0 or 1. In quantum computing, a qubit can be in a state |0⟩
(representing 0), |1⟩ (representing 1), or any linear combination
of these states, known as a superposition. Mathematically, this
is expressed as:

|ψ⟩= α|0⟩+β |1⟩

Here:

• |ψ⟩ is the state of the qubit.
• α and β are complex numbers representing the probability

amplitudes.
• |α|2 and |β |2 are the probabilities of the qubit being in

states |0⟩ and |1⟩, respectively, such that |α|2 + |β |2 = 1
(normalization condition).

Implications of Superposition
Parallelism:

Superposition enables quantum computers to carry out many
calculations simultaneously. For a system with n qubits, it can
represent 2n possible states simultaneously, unlike a classical
computer which can represent only one state at a time. This
property provides quantum computers with massive parallelism
and the ability to solve certain problems much faster than
classical computers.

Quantum Speedup:
Algorithms such as Shor’s algorithm for factoring large numbers
and Grover’s algorithm for searching unsorted databases
leverage superposition to achieve significant speedup over their
classical counterparts.

Interference:
Quantum algorithms often use interference, where the
amplitudes of different quantum states combine constructively
or destructively, to increase the probability of correct outcomes
and decrease the probability of incorrect ones. Superposition is
crucial for this interference.

Real-World Example:
Quantum Gates

Quantum gates manipulate qubits, changing their states. An
example is the Hadamard gate, which creates a superposition:

H|0⟩= 1√
2
(|0⟩+ |1⟩)

This operation transforms a qubit in the state |0⟩ into an equal
superposition of |0⟩ and |1⟩.

Visualization
Visualizing superposition can be challenging because it operates
in complex vector spaces. However, a common tool is the
Bloch sphere, where any qubit state |ψ⟩ can be represented as
a point on the surface of a sphere. The angles on the sphere
correspond to the complex coefficients α and β , providing
an intuitive way to understand the superposition of quantum
states. Superposition is a cornerstone of quantum mechanics
that fundamentally differentiates quantum computing from
classical computing, providing it with powerful computational
capabilities.

Entanglement
Entanglement is a fundamental phenomenon in quantum
mechanics where the quantum states of two or more particles
become interconnected such that the state of one particle
cannot be described independently of the state of the other
particles, even when the particles are separated by large
distances. This non-local correlation is a key resource in
quantum computing, enabling powerful computational and
communication capabilities that are not possible with classical
systems.

Basics of Entanglement
When two qubits are entangled, the state of each qubit is directly
related to the state of the other, regardless of the distance
between them. Mathematically, an entangled state of two qubits
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can be represented as:

|ψ⟩= α|00⟩+β |11⟩

Here:

• |ψ⟩ is the entangled state of the two qubits.
• α and β are complex coefficients such that |α|2+ |β |2 = 1.
• |00⟩ and |11⟩ are the basis states of the two-qubit system.

If we measure one qubit and find it in the state |0⟩, the other
qubit will instantly be in the state |0⟩, and similarly for the
state |1⟩. This instantaneous correlation persists no matter how
far apart the qubits are, which Einstein famously referred to as
”spooky action at a distance.”

Implications of Entanglement
Quantum Parallelism:

Entanglement allows quantum computers to process many
possibilities concurrently. When multiple qubits are entangled,
operations on these qubits can encode and process vast
quantities of information in parallel.

Quantum Teleportation:
Entanglement permits the transmission of a quantum state from
one location to another without physically moving the particle
itself. This is achieved by using a pair of entangled qubits shared
between parties.

Quantum Cryptography:
Entanglement is used in quantum key distribution (QKD)
protocols, such as BB84, to ensure secure communication.
Any attempt to eavesdrop on the communication disturbs the
entangled state, alerting the communicating parties to the
presence of an interceptor.

Error Correction:
Entangled states are necessary for quantum error correction
codes, which protect quantum information against decoherence
and other quantum noise.

Practical Examples
Bell States:

The four Bell states are specific maximally entangled quantum
states of two qubits, commonly used in quantum information
theory:

|Φ+⟩= 1√
2
(|00⟩+ |11⟩)

|Φ−⟩= 1√
2
(|00⟩− |11⟩)

|Ψ+⟩= 1√
2
(|01⟩+ |10⟩)

|Ψ−⟩= 1√
2
(|01⟩− |10⟩)

Quantum Gates for Entanglement:
Gates such as the CNOT (Controlled-NOT) gate can create
entanglement. For instance, applying a CNOT gate to a pair
of qubits in the state

1√
2
(|0⟩+ |1⟩)⊗|0⟩

results in the entangled state

1√
2
(|00⟩+ |11⟩).

Quantum Algorithms:
Entanglement is a critical resource in quantum algorithms
like Grover’s search algorithm and Shor’s factoring algorithm,
providing speedup over classical algorithms by exploiting
quantum parallelism and interference.

Experimental Realizations
1. Photon Entanglement:

Entangled photons are commonly produced using processes
like spontaneous parametric down-conversion. These entangled
photons are then used in experiments to demonstrate quantum
teleportation and quantum cryptography.

2. Ion Trap and Superconducting Qubits:
Systems based on ion traps and superconducting circuits have
achieved entanglement between multiple qubits, demonstrating
the feasibility of scalable quantum computing architectures.

Algorithms Used in Quantum Computing
Quantum computing algorithms leverage the unique

properties of quantum mechanics, such as superposition,
entanglement, and interference, to solve problems that are
computationally infeasible for classical computers. Below,
we describe several foundational and advanced quantum
algorithms, their purposes, and their significance.

1. Shor’s Algorithm (Shor, P. W. (1997))
Purpose: Factorizing large integers.
Significance: Shor’s algorithm can factorize integers in
polynomial time, posing a threat to classical encryption methods
like RSA, which rely on the difficulty of factorization.
Key Concepts:

• Quantum Fourier Transform (QFT): Central to finding
the periodicity of functions related to factorization.

• Period Finding: Determines the period of a function,
which is used to derive the factors of an integer.

Steps:

1. Initialization: Prepare a superposition of states.
2. Function Evaluation: Compute a function whose period is

related to the factors of the integer.
3. QFT: Apply QFT to find the period.
4. Classical Post-processing: Use the period to determine the

factors.

2. Grover’s Algorithm (Grover, L. K. (1996))
Purpose: Searching an unsorted database.
Significance: Grover’s algorithm offers a quadratic speedup,
searching N items in O(

√
N) time versus O(N) for classical

algorithms.
Key Concepts:

• Amplitude Amplification: Enhances the probability of
measuring the correct result.
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• Oracle: Marks the correct item by inverting its phase.

Steps:

1. Initialization: Prepare a superposition of all possible states.
2. Oracle Application: Apply an oracle to mark the desired

state.
3. Diffusion Operator: Apply the Grover diffusion operator to

amplify the amplitude of the marked state.
4. Iteration: Repeat the oracle and diffusion steps

approximately
√

N times.
5. Measurement: Measure the state to obtain the solution.

3. Quantum Fourier Transform (QFT) (Nielsen, M. A., &
Chuang, I. L. (2010))
Purpose: Efficiently transforming quantum states, critical for
algorithms like Shor’s.
Significance: The QFT is exponentially faster than its classical
counterpart, the Discrete Fourier Transform (DFT).
Key Concepts:

• Hadamard Gates: Used for creating superpositions.
• Phase Shifts: Controlled phase shifts are applied to

introduce the correct phases.

Steps:

1. Apply a series of Hadamard gates and controlled phase
shifts to transform the input state.

2. Reverse the order of the qubits (optional but common).

4. Quantum Phase Estimation (QPE) (Kitaev, A. Y.
(1995), Nielsen, M. A., & Chuang, I. L. (2010))
Purpose: Estimating the eigenvalue of a unitary operator.
Significance: Fundamental to algorithms like Shor’s and useful
for various quantum simulations.
Key Concepts:

• Controlled Unitary Operations: Used to entangle the
state with the eigenvalue.

• Inverse QFT: Applied to extract the phase information.

Steps:

1. Prepare a register of qubits in a superposition state.
2. Apply controlled unitary operations to the state.
3. Perform the inverse QFT to extract the phase.
4. Measure the register to estimate the phase.

5. Variational Quantum Eigensolver (VQE) (Peruzzo, A.,
et al. (2014), McClean, J. R., et al. (2016))
Purpose: Finding the ground state energy of a quantum system.
Significance: Combines quantum and classical computing to
solve problems in quantum chemistry and materials science.
Key Concepts:

• Ansatz Preparation: Use a parameterized quantum
circuit.

• Energy Measurement: Measure the Hamiltonian’s
expectation value.

• Classical Optimization: Minimize the measured energy
using a classical optimizer.

Steps:

1. Prepare an initial parameterized quantum state.
2. Measure the expectation value of the Hamiltonian.
3. Use a classical optimizer to update parameters.
4. Iterate until convergence.

6. Quantum Approximate Optimization Algorithm
(QAOA) (Farhi, E., Goldstone, J., & Gutmann, S. (2014),
McClean, J. R., et al. (2016))
Purpose: Solving combinatorial optimization problems.
Significance: Provides approximate solutions to hard
optimization problems faster than classical approaches.
Key Concepts:

• Parameterization: Use parameterized unitary operations.
• Cost Function Measurement: Measure and optimize the

cost function.

Steps:

1. Initialize the quantum state.
2. Apply parameterized unitary operations.
3. Measure the cost function.
4. Use a classical optimizer to update parameters.
5. Repeat until convergence.

7. HHL Algorithm (Harrow, Hassidim, & Lloyd (2009),
Childs, A. M., et al. (2017))
Purpose: Solving linear systems of equations.
Significance: Offers exponential speedup for certain linear
systems over classical methods.
Key Concepts:

• State Preparation: Prepare the quantum state
representing the input.

• Eigenvalue Estimation: Use phase estimation to find
eigenvalues.

• State Inversion: Prepare the state proportional to the
inverse eigenvalues.

Steps:

1. Encode the input vector and matrix.
2. Apply phase estimation.
3. Use controlled rotations to invert eigenvalues.
4. Measure the output state to obtain the solution.

8. Quantum Walk Algorithms (Ambainis, A. (2003),
Childs, A. M. (2004))
Purpose: Generalizing classical random walks for graph
traversal and search problems.
Significance: Quantum walks provide speedups for various
algorithms, including element distinctness and spatial search.
Key Concepts:
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• Unitary Evolution: Simulate the walk’s evolution using
unitary operations.

• Measurement: Obtain information about the search space
or graph structure.

Steps:

1. Initialize the quantum walk.
2. Apply unitary operations to simulate evolution.
3. Measure to infer properties or locate elements.

The diversity of quantum algorithms highlights the particular
computational benefits of quantum mechanics. These
algorithms are foundational to solving problems throughout
cryptography, optimization, chemistry, and more, marking
enormous improvements as quantum computing technology
continues to adapt.

Programming Languages in Quantum Computing
Python:

Python is a popular programming language for quantum
systems due to the availability of packages like QuTiP.

Qiskit (Open-Source Programming Tool):
Qiskit is the development toolkit provided by IBM in 2017.
It is an open-source software development kit for quantum
computing.

Ocean™ (Quantum Computing Programming Suite):
Ocean™ software is a suite of open-source Python tools
accessible via the Ocean Software Development Kit on both the
D-Wave GitHub repository and within the Leap quantum cloud
service.

Q (Quantum Computing Programming Language):
Q (Q Sharp) is a quantum computing programming language
developed by Microsoft in 2017. It is used with the Quantum
Development Kit and is a domain-specific language designed
for developing quantum algorithms.

Cirq (Google AI Programming Language):
Cirq is an open-source framework developed by the Google
Quantum AI team, announced (public alpha) at the International
Workshop on Quantum Software and Quantum Machine
Learning in the summer of 2018. It includes built-in simulators
(Qsim) for wave functions and density matrices.

Challenges and Future Directions
1. Decoherence and Noise:

Maintaining entanglement in the presence of environmental
noise is challenging. Advanced error correction techniques and
improved qubit isolation are crucial for preserving entanglement
over longer periods.

2. Scalability:
As the number of entangled qubits increases, the complexity
of managing and manipulating these qubits grows. Research is
focused on developing scalable systems that can handle large-
scale entanglement.

3. Entanglement Distribution:
Efficiently distributing entanglement over large distances,
essential for quantum networks and the quantum internet,
requires advances in quantum repeaters and communication
protocols.

Future Applications of Quantum Computing
Quantum computing holds the promise of transforming

numerous fields by solving problems that are currently
intractable for classical computers. Here are several key areas
where quantum computing is expected to have a significant
impact in the future:

1. Cryptography:
Quantum computers have the potential to both break existing
cryptographic systems and create new, more secure ones.

• Breaking Encryption: Shor’s algorithm can factorize
large numbers exponentially faster than the best-known
classical algorithms, threatening widely used public-key
cryptosystems such as RSA and ECC (Elliptic Curve
Cryptography).

• Quantum Cryptography: Quantum key distribution
(QKD) protocols, like BB84, ensure secure
communication by leveraging the principles of quantum
mechanics. Any eavesdropping attempt on a quantum
communication channel can be detected, providing
theoretically unbreakable encryption.

2. Drug Discovery and Material Science:
Quantum computing can simulate molecular structures and
interactions at a level of detail that is currently impossible for
classical computers.

• Molecular Simulation: Quantum computers can model
complex molecular and chemical reactions to accelerate
drug discovery processes, potentially reducing the time and
cost involved in bringing new drugs to market.

• Material Design: Quantum simulations can help design
new materials with specific properties, leading to
advances in fields such as superconductors, catalysts, and
photovoltaics.

3. Optimization Problems:
Quantum computing excels at solving complex optimization
problems, which are common in many industries.

• Supply Chain Management: Quantum algorithms
can optimize logistics and supply chain operations by
evaluating vast numbers of possible routes and schedules
more efficiently than classical methods.

• Financial Services: Portfolio optimization, risk
management, and option pricing are areas where quantum
computing can provide significant advantages by finding
optimal solutions faster than classical algorithms.

4. Artificial Intelligence and Machine Learning:
Quantum computing can enhance machine learning algorithms,
providing faster processing and more accurate models.

• Quantum Machine Learning: Quantum algorithms like
the Quantum Support Vector Machine (QSVM) and
Quantum Principal Component Analysis (QPCA) can
process and analyze data more efficiently, leading to
improved performance in tasks such as image and speech
recognition.
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• Neural Networks: Quantum computers can potentially
optimize neural network architectures and training
processes, leading to faster and more efficient machine
learning models (Dargon J., 2023).

5. Climate Modelling and Earth Sciences:
Quantum computing can improve the accuracy and efficiency of
climate models, aiding in the fight against climate change.

• Climate Simulation: Quantum computers can handle the
vast amounts of data and complex calculations required
for accurate climate modelling, helping scientists better
understand and predict climate changes (Dargon J., 2023).

• Resource Management: Improved models for predicting
weather patterns and natural resource distribution can lead
to better management and conservation efforts (Boll Tom,
2017).

6. Quantum Internet and Communication:
The development of a quantum internet will revolutionize how
we communicate and share information.

• Secure Communication Networks: A quantum internet
will use entanglement and superposition to create ultra-
secure communication networks that are immune to
hacking.

• Distributed Quantum Computing: Linking quantum
computers over a quantum internet can lead to distributed
quantum computing, where complex computations are
performed across multiple quantum systems.

7. Fundamental Science and High-Energy Physics:
Quantum computing can simulate and solve problems in
fundamental science that are beyond the reach of classical
computation.

• Particle Physics: Quantum simulations can model high-
energy particle interactions and quantum field theories,
contributing to our understanding of the universe at the
smallest scales.

• Cosmology: Quantum computers can help simulate and
analyze cosmic phenomena, such as black holes and the
behavior of the early universe, leading to new insights in
cosmology.

Current State and Challenges
Despite the theoretical potential, practical quantum

computing is still in its infancy. Key challenges include:

• Qubit Stability (Decoherence): Qubits are highly
sensitive to their environment and can lose their quantum
state, making computations error-prone.

• Error Correction: Developing effective quantum error
correction techniques to mitigate errors in quantum
computations.

• Scalability: Building systems that can manage many
qubits while maintaining coherence.

Future Directions
While the potential of quantum computing is immense,

several challenges remain. Quantum computers are still in their
infancy, with issues such as qubit coherence, error rates, and
scalability hindering their practical application. Additionally,
the development of quantum algorithms and the integration of
quantum systems with classical infrastructure require further
research. Future research should focus on overcoming the
technical challenges mentioned above, as well as exploring new
applications of quantum computing in diverse fields. Potential
areas of research include:

• Quantum Machine Learning: Developing quantum-
enhanced machine learning algorithms for applications in
finance, healthcare, and cybersecurity.

• Quantum Simulation: Using quantum computers to
simulate complex physical systems, such as materials
science and climate modelling.

• Quantum Cryptography: Advancing quantum
cryptographic protocols to enhance data security and
privacy.

• Quantum Network: Building quantum communication
networks for secure and high-speed data transfer.

Collaboration between academia, industry, and government
will be crucial in driving the progress of quantum computing
research and development.

3 Conclusion

Quantum computing, an interdisciplinary field drawing from
physics, computer science, and mathematics, has garnered
significant attention due to its potential to solve problems
beyond the capabilities of classical computers. The foundation
of quantum computing lies in quantum mechanics, particularly
in phenomena such as superposition and entanglement.
Superposition allows a qubit to be in a combination of 0 and
1 states simultaneously, unlike a classical bit that is either
0 or 1. Entanglement creates a scenario where the state
of one qubit is directly related to the state of another, no
matter the distance between them. These unique properties
enable quantum computers to process complex computations at
unprecedented speeds.

Quantum computing offers transformative potential across
various domains, from cryptography and drug discovery to
artificial intelligence and supply chain management. By
leveraging the unique properties of quantum mechanics,
quantum computers can solve problems that are currently
intractable for classical systems. Continued research and
development will unlock new applications and drive the next
era of technological innovation.
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Abstract

Detecting brain tumors at an early stage is an incredibly
demanding responsibility for radiologists. The rapid rate
at which these tumors grow is deeply concerning. When
left untreated, patients commonly experience a significantly
lower survival rate, intensifying the situation to a critical
and potentially life-threatening condition. Consequently,
the urgent need arises for an automated system capable
of early detection of brain tumors. In this research, we
present an approach that offers a streamlined method to
effectively distinguish between cancerous and non-cancerous
brain Magnetic Resonance Imaging (MRI) scans across multiple
planes, including the Axial, Coronal, and Sagittal planes. The
methodology encompasses several distinct stages for lesion
analysis, beginning with preprocessing techniques to eliminate
noise and improve image quality. Next, K-means segmentation
is employed to accurately segment cancerous cells from the
surrounding tissue. Feature extraction is performed using
various methods such as Discrete Wavelet Transform (DWT),
Gray Level Co-occurrence Matrix (GLCM), and Principal
Component Analysis (PCA) to extract informative features
from the segmented regions. In the final step, a Support
Vector Machine (SVM) classifier is employed to classify the
extracted features and make predictions using the given dataset.
The research study utilizes three SVM classifier tools, namely
Linear, Gaussian, Polynomial SVM, for the proposed analysis.
The proposed methodology consists of two distinct phases:
the Skull Stripping phase and the non-skull stripping phase.
Additionally, we proposed a method for accurately detecting the
skull in MRI scans. It has been observed that by excluding
the skull from the analysis, the accuracy of tumor detection
improves by approximately 7% compared to when the skull is
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not removed from the scan. By leveraging automatic detection
techniques; we facilitate the detection of tumors in any plane of
MRI imaging. This approach offers a convenient and efficient
method for identifying and localizing tumors across various
imaging planes.

Key Words: Brain tumors, K-mean, SVM, MRI imaging.

1 Introduction

A brain tumor refers to an abnormal growth of cells in the
brain or the central nervous system. There are two primary
categories of brain tumors: primary and secondary. Primary
brain tumors originate from the cells that constitute the brain
and its surrounding tissues. In contrast, secondary brain tumors
are tumors that have spread or metastasized from other parts of
the body to the brain.

There are two types of brain tumors: benign and malignant.
Malignant tumors can grow quickly and may spread to other
parts of the body or brain, but benign tumors are usually non-
cancerous and grow more slowly[1]. Different types of tumors
are classified based on the specific cells involved.

Glioma brain tumors are a type of tumor that develops from
glial cells in the brain. They can be either benign or malignant,
with malignant gliomas being particularly dangerous. These
tumors pose significant risks due to their location within
the brain and their potential to invade surrounding healthy
tissue[2]. The dangers associated with glioma brain tumors
stem from their ability to disrupt vital brain functions and
exert pressure on adjacent structures. As they grow, they can
cause a range of neurological symptoms, including headaches,
seizures, cognitive impairments, and changes in personality or
behavior. The invasive nature of malignant gliomas makes
complete surgical removal challenging, and they can also spread
to other parts of the brain or spinal cord[3]. Treatment
options can be limited, as gliomas may be resistant to certain
therapies. Early detection of glioma is vital for initiating
timely treatment, improving treatment outcomes, implementing
appropriate surveillance, and empowering patients in their
healthcare decisions[4].
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Medical professionals utilize various imaging techniques to
detect and diagnose brain tumors. Among these techniques,
MRIs, or magnetic resonance imaging, are the most often
used modality. MRI creates precise images of the brain using
strong magnets and radio waves, making it possible to identify
the features, size, and location of tumors[5]. Contrarily,
computed tomography (CT) scans employ X-rays to produce
cross-sectional brain pictures, which help evaluate tumor
characteristics as well as any concomitant brain hemorrhage or
edema[6].

MRI offers superior soft tissue contrast compared to CT
scans, making it particularly effective in differentiating between
different types of tissues[7]. It provides highly detailed and
multi-planar images, enabling better visualization of brain
tumors and the surrounding structures. To facilitate the
interpretation and analysis of brain images, different imaging
planes or orientations are commonly used.

The three orthogonal primary MRI brain planes employed
in clinical practice and research are the axial plane, sagittal
plane, and coronal plane. The axial plane, parallel to the ground
when a person is upright, provides a comprehensive top-down
view of the brain, allowing for assessment of structures like the
cerebral hemispheres, ventricles, basal ganglia, thalamus, and
brainstem. The sagittal plane divides the brain into left and
right halves and offers a side view, revealing information about
the cerebral cortex, corpus callosum, cerebellum, and midline
structures[8]. Lastly, the coronal plane divides the brain into
anterior and posterior sections, providing a frontal view that aids
in assessing the frontal lobes, lateral ventricles, hippocampus,
and other critical structures.

The three planes of MRI brain imaging, axial, sagittal, and
coronal, each offer distinct anatomical perspectives, allowing
for the identification and characterization of different brain
regions, lesions, and abnormalities. By examining the brain
in these orthogonal planes, radiologists and clinicians can gain
valuable insights into the precise location, extent, and nature
of brain pathologies. This comprehensive evaluation enables
accurate diagnosis and effective treatment planning for patients.
Figure (1) shows MRI brain images in multiple planes.

Figure 1: The descriptive process flow followed in the model

The proposed methodology comprises several sequential
steps to facilitate the detection of tumors in any plane of
MRI imaging, initiating with preprocessing methods to enhance
image quality. Subsequently, K-means segmentation is applied
to precisely delineate cancerous cells from the neighboring

tissue. Then, extract meaningful features from the segmented
regions. Finally, a Support Vector Machine (SVM) classifier
is employed to classify the extracted features on the provided
dataset. That experiment was implemented using MATLAB
R2021a. The primary contributions of this research are as
follows:

Automated Brain Tumor Detection and Classification: This
study introduces an automated method aimed at detecting and
classifying brain tumors using three orthogonal planes of MRI
images. The proposed methodology encompasses multiple
procedural stages, notably preprocessing, feature extraction,
and classification.

Innovative Preprocessing Techniques: A novel skull
stripping method is employed during the preprocessing phase,
significantly impacting the accuracy of subsequent classification
outcomes. This step plays a pivotal role in refining the input data
for enhanced analysis.

Advanced Feature Extraction: In the feature extraction phase,
a fusion of distinctive features is utilized, including:

• Tumor area feature
• Discrete Wavelet Transform (DWT) combined with

Principal Component Analysis (PCA)
• Gray Level Co-occurrence Matrix (GLCM) features

These features encapsulate crucial tumor characteristics
essential for classification.

Classification Strategy: The geometric family of Support
Vector Machines (SVM) is employed, with various kernels such
as Linear, Gaussian, and Polynomial, to determine the optimal
configuration. This iterative process ensures the selection of the
most effective classification approach.

Performance Evaluation on Kaggle Datasets: The proposed
method undergoes rigorous evaluation using Kaggle datasets,
with performance metrics primarily focusing on Accuracy
(ACC).

2 Related Work

( Padlia, M., and Sharma, J. 2017) [9] Presents a
technique for using T1-weighted and fluid- attenuated inversion
recovery (FLAIR) brain images to identify and separate brain
malignancies. A fractional Sobel filter is applied to the brain
image to reduce noise and enhance its texture. The Sobel
filter’s fractional order () provides more versatility in optimizing
the segmentation results. The detection of asymmetry
between hemispheres is achieved through the application
of Bhattacharya coefficients and mutual information. The
hemisphere containing the tumor is determined using a
histogram asymmetry method. Support vector machines
(SVMs) are used to compute and classify statistical aspects of
a specific window in order to segment the tumor region inside
the recognized hemisphere. Images from the BRATS-2013
dataset are used for simulations, and performance measures like
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specificity, sensitivity, and accuracy are calculated for various
values. The outcomes of the simulation show that the suggested
strategy outperforms the majority of similar current techniques.

(Kumar, Rashmi, Ramadoss, Sandhya, and Sangeetha
2017)[10] Present a Support Vector Machine (SVM) classifier-
based approach for brain tumor detection. It starts with
the acquisition of magnetic resonance imaging (MRI) brain
scans, which provide detailed anatomical information for tumor
detection. The MRI scans are preprocessed to enhance the
quality of the images. Feature extraction is then performed on
the preprocessed images. Features such as intensity, texture,
and shape characteristics are computed from the tumor region.
An SVM classifier is trained using the retrieved features as
input. The SVM is a machine learning algorithm that learns to
classify different patterns based on labeled training data. In MRI
scans, the SVM classifier performs admirably in differentiating
between tumor and non-tumor regions.

( Vani, N., Sowmya, A., & Jayamma, N. 2017) [11]develop
a model that will help identify and categorize brain tumors.
Specifically, the objective is to classify whether a tumor is
cancerous or non-cancerous by utilizing the SVM algorithm.
While Artificial Neural Networks (ANN) based on Empirical
Risk Minimization has been used in prior studies for
detection, this paper introduces the application of the Support
Vector Machine algorithm, which operates on structural risk
minimization, for image classification. The SVM algorithm
is implemented on medical images to extract tumors, and
a Simulink model is created for the purpose of tumor
classification. In order to classify the images and determine
whether they are malignant or not, the research presents a
prototype for SVM-based object detection. This study maintains
a high detection accuracy of 82

( Rashid, M. H. O., Mamun, M. A., Hossain, M. A., and
Uddin, M. P. 2018)[12] Proposed a method that involved three
main steps: anisotropic filtering, support vector machine (SVM)
classification, and morphological operations. Anisotropic
filtering was applied to enhance the MR images and improve the
quality of the tumor region. This filtering technique selectively
smoothes the image in different directions, preserving edges
and details. After the anisotropic filtering, The tumor and non-
tumor areas were classified using the SVM classifier. The ideal
hyper plane that divides the data points into distinct classes is
found via SVM. In the final step, morphological operations were
performed on the classified image to refine the tumor region
and remove any noise or artifacts. Morphological operations
involve the manipulation of image pixels based on their spatial
arrangement. According on the experimental results, the SVM
achieved 83% segmentation accuracy.

( Birare and Chakkarwar. 2018) [13]develop an automated
system that uses the support vector machine (SVM) algorithm
to identify brain tumor cells. Manual detection of tumor
cells in microscopic images is a time-consuming and error-
prone process, hence the need for an automated system. The
authors propose a methodology that involves multiple steps.
Firstly, they acquire microscopic images of brain tumor cells.

Then, they preprocess the images to enhance the features and
remove any noise. Next, they extract relevant features from the
preprocessed images, which serve as input to the SVM classifier.
SVM was used in the experiment to identify malignant and
normal cells with 98.51% accuracy.

( Selvapandian and Manivannan 2018) [14]addresses the
challenging task of detecting tumor regions in Glioma brain
images, which are often characterized by low sensitivity in
boundary pixels. The Non-Subsampled Contourlet Transform
(NSCT) is used to improve the brain image, and texture
characteristics are then extracted from the improved image. The
Adaptive Neuro Fuzzy Inference System (ANFIS) technique is
then used to train and classify these extracted features, allowing
it to discriminate between brain scans with gliomas and normal
ones. Then, using morphological functions, the tumor regions in
the Glioma brain picture are segmented. The performance of the
proposed Glioma brain tumor detection algorithm is assessed
on the publicly available Brain Tumor Image Segmentation
Challenge (BRATS) dataset. The suggested approach achieves
96.7% accuracy.

(Keerthana and Xavier 2018) [15]introduce an intelligent
system that seeks to identify and categorize brain cancers in
their early stages. The system incorporates various stages,
starting with image acquisition using magnetic resonance
imaging (MRI). After image acquisition, Preprocessing
methods are used to improve the MRI image quality. These
methods could include noise removal, intensity normalization,
and spatial filtering. Next, To extract valuable information from
the preprocessed images, feature extraction is done. Statistics
pertaining to texture, shape, and intensity are calculated based
on the tumor region. Tumor categorization uses the support
vector machine (SVM). The results demonstrate that the
proposed intelligent system achieves high accuracy in the early
assessment and classification of brain tumors.

( Amin, J., Sharif, M., Raza, M., Saba, T., and Anjum, M.
A. 2019) [16]develop a method for brain tumor detection using
a combination of statistical and machine learning techniques.
The researchers proposed a framework that utilized statistical
features extracted from brain images and employed machine
learning algorithms for tumor detection. Magnetic resonance
imaging (MRI) scans were primarily used as the imaging
modality for brain tumor detection. The framework comprised
several steps. Firstly, pre-processing techniques were applied to
remove noise or artifacts and improve the quality of the MRI
images. Subsequently, pertinent information on the tumor site
was retrieved from the pre-processed images using statistical
features like mean, standard deviation, skewness, and kurtosis.
Various classifiers, include k-nearest neighbors (KNN), support
vector machines (SVM), and decision trees were experimented
with to determine the most effective approach for tumor
classification. At the fused feature-based level, the obtained
results showed a specificity of 1.00, sensitivity of 0.92, accuracy
of 0.93, 0.96 for both the dice similarity coefficient (DSC) and
area under the curve (AUC).

(Hussain and Khunteta 2020)[17]utilizes a set of MRI images
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as input data and employs a series of preprocessing steps,
including median filtering and skull stripping, to enhance the
images. The thresholding process is performed using the
watershed segmentation method to isolate the brain tumor
tissues. After that, the gray-level co-occurrence matrix (GLCM)
approach is used to extract features. A support vector machine
(SVM) is then used to classify the images based on the
features that were extracted. The system’s accuracy on average
is 93.05% surpassing the performance of other conventional
models.

(Sharath Chander, Soundarya, and Priyadharsini 2020)
[18]proposed method utilizes well-defined algorithms to handle
challenging scenarios, such as poor image quality.To extract
relevant tumor locations from the MRI data, an adaptive
k-means clustering segmentation algorithm is used. The
segmented images are then classified using a Support Vector
Machine (SVM) classifier, which also helps identify the type
of tumor. The linear kernel provides better accuracy results
when the study compares the various SVM classifier kernel
functions. By utilizing MRI imaging data, the proposed system
seeks to offer a more precise method for brain tumor diagnosis
and categorization.

( Chen et al. 2021) [19] provide a novel method for the
automatic detection and classification of brain cancers utilizing
support vector machines (SVMs) and extended Kalman filters
(EKF). There were five parts to the EKF-SVM algorithm.
The images were first subjected to image normalization,
noise reduction using a non-local means filter, and contrast
enhancement using enhanced dynamic histogram equalization.
Second, image features were extracted using a gray- level co-
occurrence matrix. Thirdly, an EKF was utilized to categorize
brain cancers in the brain MRIs after the retrieved characteristics
were supplied into an SVM to classify the MRI images
initially. Fourth, cross-validation was done to confirm the
classifier’s accuracy. Lastly, brain tumors were identified using
an artificial segmentation technique that included region growth
and k-means clustering. The outcomes demonstrated that
the EKF-SVM algorithm successfully classified brain tumors
automatically with an astounding 96.05% accuracy rate.

( Shahajad, Gambhir, and Gandhi 2021) [20]proposes a
method to determine the optimal number of quantifiable
gray level co-occurrence matrix (GLCM) texture features for
identifying brain cancers in medical MRI image collections
as aberrant versus normal. After extracting all of the GLCM
texture features from the MRI pictures, the best features are
chosen via a method based on heat maps. The support vector
machine (SVM) classifier then uses these chosen characteristics
as input. Results show that the SVM classifier achieves high
accuracy, with a peak testing accuracy of approximately 92%
when using 6-7 features. However, further increasing the
number of features does not lead to improved accuracy, as the
accuracy plateaus.

3 Proposed Methodology:

Figure (2) Show the block diagram of proposed methodology.

3.1 MRI Scan of obtained Brain Tumor Images:

Magnetic Resonance Imaging (MRI) is a type of image that
is represented using 8 bits, containing brightness information
ranging from 0 to 255. A pixel value of ’0’ in this notation
denotes black color, and a value of ’255’ denotes white color.
We resized the MRI images to dimensions of 200x200 pixels.
Grayscale images, which only consist of brightness information
and lack color information, were used in this specific case.

3.2 Preprocessing:

3.2.1 Vertical Flipping for Sagittal plane images:

In the case of sagittal images, it is important to consider the
different directions, namely right and left. When these images
are utilized with varying directions, it can lead to a decrease in
accuracy. To mitigate this issue, a possible solution is to flip all
the images in the right direction. By consistently using a single
direction, it has been observed that accuracy tends to increase.

3.2.2 3.2.2. Detected Area of tumor:

In this study, we proposed approach for the identification
and quantification of tumor regions within medical images.
Our method encompasses several stages, starting with the
conversion of the original image into a binary representation.
Subsequently, we proceed to calculate the solidity and area
metrics for the detected regions. By comparing the density
of these regions against a predefined threshold (0.5), we
select the region with the highest density as the primary area
of interest. To enhance the discriminatory power of our
analysis, we employ advanced techniques for feature extraction.
Specifically, we utilize the extracted area of the tumor region
as a fundamental feature, which is then combined with
features derived from Principal Component Analysis (PCA)
and Gray-Level Co-occurrence Matrix (GLCM). This fusion
of features allows for a comprehensive and multidimensional
representation of the tumor, enabling a more refined and
scientifically grounded analysis. Through the integration of
these innovative methodologies, our research offers a robust
and sophisticated framework for tumor area detection. By
leveraging binary image conversion, density-based selection,
and feature fusion techniques, we have achieved a significant
advancement in the identification and characterization of tumor
regions in medical imaging, paving the way for improved
diagnostic accuracy and treatment planning.

3.2.3 3.2.2. Median Filter:

A nonlinear filter is the median filter. It operates extremely
effectively to eliminate the ”salt and pepper” noise, or impulse
noise, from the image. The rationale behind the median filter
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is to use the median of the gray levels in a neighborhood
surrounding each pixel to replace the gray level of each
individual pixel.

The following is a definition of the median filter operation:

I′(x,y) = median(I(x+ i,y+ j)) for (i, j) ∈ filter window

Where: I represents input image, I’ represents the filtered
image, (x, y) represents the pixel position in the image, and (x+i,
y+j) represents the neighboring pixels within the filter window
centered at (x, y). The filter window size is usually odd to ensure
there is a unique median value. The median function sorts the
pixel values within the window and selects the middle value as
the new pixel value. The median is determined by averaging the
two middle values if the number of pixels in the window is even.

3.2.4 Gamma Law:

For many image processing applications, such as color
correction, image enhancement, and display calibration, gamma
correction is a necessary first step. Gamma correction is a
method that modifies an image’s brightness or contrast by
transforming the pixel values non-linearly. In the context of
image preprocessing, gamma correction is often applied to
compensate for the non-linear relationship between pixel values
and perceived brightness. The gamma correction function is
typically expressed as:

V out =V inγ (2)

Where:

• Vout is the corrected pixel value after gamma correction
• Vin is the original pixel value
• γ is the gamma parameter that controls the intensity

transformation

The gamma parameter γ determines the degree of correction
applied to the image. If γ < 1, the image becomes brighter
because the transformation amplifies the lower pixel values.
On the other hand, if γ > 1, the image becomes darker as the
transformation compresses the lower pixel values[21].

3.2.5 Skull Stripping:

Skull stripping, also known as brain extraction or skull
removal, is a process in medical image analysis that involves
segmenting the brain tissue from other structures such as the
skull and scalp in neuroimaging data, usually from scans using
magnetic resonance imaging (MRI). There are various methods
used for skull stripping in MRI images such as Thresholding,
Region growing, and Cropping.

In this research, we introduce a precise methodology for
the identification and subsequent removal of the skull from
MRI images. Firstly, we employ a binary image conversion
technique and conduct connected component analysis on the
MRI data. Subsequently, we assess the solidity area and employ
a condition wherein if this area falls below a predetermined
threshold value, it is deemed skull-free; conversely, if the
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solidity area exceeds the threshold value, it is identified as the
presence of the skull.

Secondly, we employ the Sobel edge detection algorithm
to discern the edges of the skull accurately. Following this,
we normalize the MRI image and perform subtraction of the
detected skull from it, resulting in a refined image without the
skull artifact.

By employing these scientific methodologies, we achieve a
precise and reliable means of skull detection and removal from
MRI images. Figure (3) represents the block diagram of Skull
Stripping methodology.

3.3 Segmentation:

3.3.1 K-Mean Clustering:

Then update by making Recalculate the cluster centers µi
based on the pixels assigned to each cluster according to this
equation:

µi =
1
|Ci| ∑

p∈Ci

p

where Ci represents the set of pixels assigned to cluster i,
and |Ci| is the number of pixels in that cluster. This process of
assignment and update is repeated iteratively until convergence,
where the cluster centers do not significantly change between
iterations.

3.4 Feature Extraction:

3.4.1 Discrete Wavelet Transform (DWT):

An analytical mathematical method for signal processing and
data analysis is the Discrete Wavelet Transform. It breaks
down a signal into its constituent frequency components so that
it can be analyzed on various scales[?]. The DWT is based
on wavelets, which are small waveforms or functions that are
scaled and shifted to analyze different parts of a signal. The
signal is transformed by running it through a number of filters
that divide it into several frequency ranges. Mathematically, the
DWT can be represented by the following equation:

DWT(x) = ∑
k

hk · (x∗φk)+∑
j
∑
k

gk · (x∗ψ jk)

Where, x represents the input signal, φk and ψ jk are the
scaling and wavelet functions, respectively. The coefficients
hk and gk are the filter coefficients associated with the scaling
and wavelet functions. The symbol ∗ denotes the convolution
operation. By performing the DWT, the original signal can be
decomposed into different frequency bands, often referred to as
approximation and detail coefficients[?]. The high-frequency
details are captured by the detail coefficients, whilst the low-
frequency components are represented by the approximation
coefficients.

3.4.2 Principal Component Analysis PCA:

PCA, or Principal Component Analysis, is a statistical
technique that simplifies and visualizes high- dimensional
data. The method accomplishes this by locating the principal
components, which are linear combinations of the initial
variables that account for the majority of the variance in
the observations[25]. Mathematically, PCA involves several
steps. The data is first normalized by dividing by the standard
deviation and subtracting the mean. Next, a covariance matrix
is computed to capture the relationships between variables. The
eigenvectors and eigenvalues of the covariance matrix are then
calculated through an eigendecomposition. The eigenvectors
represent the principal components, while the eigenvalues
indicate the amount of variance each component explains. By
selecting the top k eigenvectors with the highest eigenvalues,
a reduced-dimensional space is formed. Finally, the data is
transformed by multiplying the standardized data matrix with
the matrix formed from the selected principal components. The
most important patterns and information are preserved while
the data can be visualized and analyzed in a lower-dimensional
space due to this transformation[26].

Following the utilization of Principal Component Analysis
(PCA) and the Discrete Wavelet Transform (DWT), we
have extracted seven features, representing the most salient
components of the data. These features have been derived using
advanced mathematical techniques to capture essential patterns
and information. The DWT has allowed for a multi resolution
analysis of the data, decomposing it into different frequency
bands. PCA then found the principle components that explain
the largest variance, thereby reducing the dimensionality. We
have derived a succinct collection of seven features (Mean,
Standard deviation, RMS, Variance, Entropy, Smoothness, and
Skewness) that capture the most important and scientifically
meaningful aspects of the data through this combined technique.

Mean:

Mean =
1
N

N

∑
i=1

xi

Standard Deviation:

Standard Deviation =

√
1
N

N

∑
i=1

(xi −mean)2

2. RMS (Root Mean Square):

RMS =

√
1
N

N

∑
i=1

x2
i

3. Variance:

Variance =
1
N

N

∑
i=1

(xi −mean)2

4. Entropy:

Entropy =−∑ p(x) · log2(p(x))
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Figure 2: represents the block diagram of Skull Stripping methodology.

5. Smoothness:

Smoothness =
1
N

N

∑
i=1

(xi −µ)2

6. Skewness:

Skewness =
1
N

N

∑
i=1

(xi −mean)3

std dev3

Where N is the total number of pixels in the image, Σx is
the sum of pixel values, Σ(x−mean)2 is the total of squared
discrepancies between each pixel value and the mean, Σx2 is
the sum of squared pixel values in the image, p(x) is the
probability of occurrence of each pixel value in the image,
and the summation is performed over all possible pixel values,
Σ(x−µ)2 is the sum of squared differences between each pixel

value and the average of its neighboring pixels, Σ

(
(x−mean)3

std dev3

)
is

the total of the cubed differences between each pixel value and
the mean, divided by the cubed standard deviation.

3.4.3 Gray-Level Co-occurrence Matrix (GLCM):

A texture analysis method called the Gray-Level Co-
occurrence Matrix (GLCM) is used to map out the spatial
correlations between an image’s pixel intensities. It provides
information about the texture patterns present in an image by
quantifying the co-occurrence of different pixel intensity values
at specified pixel distances and angles. GLCM works by
constructing a matrix that counts the frequency of occurrence
of pairs of pixel values at a given distance and angle[17]. The
GLCM matrix is typically square and symmetric, with each
element representing the number of times a particular pair
of pixel values appears in the specified spatial relationship.
From the GLCM matrix, various statistical measures can
be derived to describe different aspects of texture, such as

contrast, correlation, energy, and homogeneity. These measures
capture information about the distribution and spatial patterns
of pixel values in an image, providing insights into the texture
characteristics.

Contrast:
Calculates the difference in local intensity between adjacent
pixels.

Contrast = ∑
i, j
(i− j)2 ·P(i, j)

Correlation:
Calculates the linear dependence between two pairs of pixels.

Correlation =
∑i, j(i−µi)( j−µ j) ·P(i, j)

σi ·σ j

Energy (additionally referred to as Angular Second
Moment):
Reflects the overall uniformity or homogeneity of the image.

Energy = ∑
i, j
[P(i, j)]2

Homogeneity:
Calculates the degree to which the GLCM diagonal and the
element distribution are closest to one another.

Homogeneity = ∑
i, j

P(i, j)
1+ |i− j|

3.5 SVM Classifier:

SVM, or Support Vector Machine, is a powerful and widely
used classification algorithm in machine learning. It looks for
the best hyper plane in a high-dimensional feature space to
divide various classes of data points. The primary goal of
SVM is to maximize the margin, or the separation between
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each class’s closest data points and the hyper plane[27].
SVM facilitates improved robustness and generalization by
optimizing the margin.

The linear SVM classifier is the basic form of SVM that uses
a linear decision boundary. It assumes that the classes can be
separated by a straight line or hyper plane. The equation of a
linear SVM classifier can be represented as:

f (x) = wT ·x+b

Where x is the input feature vector, w is the weight vector, b
is the bias term, and f(x) is the decision function.

The Gaussian (RBF), polynomial, and other kernel-based
SVM classifiers are extensions of the linear SVM that allow
for non-linear decision boundaries[28]. In order to accomplish
this, they convert the input data into a higher-dimensional
space that allows for the establishment of a linear decision
boundary. The mapping from the original feature space to the
higher-dimensional space is determined by the kernel function.
The following formula applies to the Gaussian (RBF) SVM
classifier:

f (x) = ∑
i

αi ·K(xi,x)+b

Where f (x) is the decision function, αi are the support vector
coefficients, xi are the support vectors, K is the kernel function
(typically the Gaussian or radial basis function), and b is the bias
term.

Similarly, for the polynomial SVM classifier, the equation is:

f (x) = ∑
i

αi · (xT
i · x+ c)d +b

Where f (x) is the decision function, d is the polynomial
degree, b is the bias term, c is a constant term, and αi and xi are
the support vector coefficients and support vectors, respectively.

These variations of SVM classifiers allow for more flexible
decision boundaries, enabling them to wrestle with intricate
and non-linear classification issues. The choice of the kernel
function and its associated parameters can significantly impact
the performance of the SVM classifier in different scenarios.

4 Experimental Result:

Dataset used:
The MRI images utilized in this study were obtained from

the website (www.kaggle.com). Magnetic Resonance Imaging
(MRI) scans were employed, capturing images across multiple
planes with a resolution of 200*200 pixels in JPEG format. The
implemented methodology was carried out using Matlab 2021a.

The proposed research has successfully completed the
process of tumor region detection from A total of 171 axial,
150 sagittal, and 153 coronal brain MRI images. This detection
was achieved through the utilization of operations for both skull
stripping and non-skull stripping.

In the skull stripping phase, operations were applied to
remove the skull and isolate the brain region. The brain

tumor region was then located using the K-mean segmentation
technique. In the non-skull stripping phase, the images were
directly subjected to the K-mean segmentation technique to
detect the tumor region without prior skull stripping.

Four GLCM features (contrast, correlation, energy, and
homogeneity) were also computed for these images as part of
the investigation.

Fusion of Extracted Features:
In our study, we employed feature fusion by combining the

features extracted from three different sources: the Gray-Level
Co-occurrence Matrix (GLCM), Principal Component Analysis
(PCA), Discrete Wavelet Transform (DWT), and tumor area
detection. A Support Vector Machine (SVM) classifier was
trained using the combined features acquired from these various
approaches.

The first set of features was derived from the tumor area
detection, which involved identifying and analyzing the specific
regions of interest related to tumors in the medical images.
This allowed us to capture relevant information specific to the
tumor characteristics. The second set of features came from
applying DWT and PCA. A signal processing method called
DWT divides the image into many frequency bands, while PCA
reduces the dimensionality of the feature space by identifying
the most significant components. By combining DWT and
PCA, we were able to extract features that captured both the
frequency-based and spatial variations within the image. The
third set of features was obtained from GLCM analysis, which
measures the spatial correlations between the image’s pixel
intensities. GLCM provides information about the texture
patterns present in the image, and the derived features help
characterize the texture properties.

By fusing these three sets of features, we aimed to capture
complementary information from different aspects of the image
data. This fusion approach allowed us to leverage the unique
strengths of each feature extraction method and create a more
comprehensive representation of the image content. Finally, the
combined features were fed into an SVM classifier, a potent
machine learning technique that is well-known for executing
well on classification challenges. The SVM classifier utilized
the extracted features to learn and build a decision boundary
that could accurately classify new and unseen medical images
into appropriate categories, aiding in medical diagnosis and
decision-making processes. Figure (4) show the features fusion
In the subsequent phase, the classification of images was
performed using three types of Support Vector Machine (SVM)
classifiers, namely linear, Gaussian, and polynomial classifiers.
The images were categorized into two phases: the non-skull
stripping phase and the skull stripping phase. The accuracy of
each MRI image plane in these two phases was evaluated, and
the outcomes for the linear classifier, Gaussian classifier, and
polynomial classifier were shown in Tables 1 through 3. It was
observed that skull stripping is a critical step in the classification
process, as it led to a significant improvement in accuracy by
approximately 7% compared to the non-stripping phase.

The largest connected (solid) volume is the main tumor
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Figure 3: show the features fusion.

Table 1: Accuracy for Linear SVM Classifier

MRI Plane NO. of
Images

Without
Skull
Removal

With
Skull
Removal

Coronal 153 74.194% 88.71%
Axial 171 79.71% 86.957%
Unflipped
Sagittal

150 64.912% 73.685%

Sagittal 150 75% 81.667%

Table 2: Accuracy for Gaussian SVM Classifier

MRI Plane NO. of
Images

Without
Skull
Removal

With
Skull
Removal

Coronal 153 75.807% 82.258%
Axial 171 75.362% 82.609%
Unflipped
Sagittal

150 59.649% 64.912%

Sagittal 150 75% 78.333%

Table 3: Accuracy for Polynomial SVM Classifier

MRI Plane NO. of
Images

Without
Skull
Removal

With
Skull
Removal

Coronal 153 70.968% 82.258%
Axial 171 73.913% 79.71%
Unflipped
Sagittal

150 56.14% 70.175%

Sagittal 150 65% 81.667%

volume. The training dataset was used to compute the distance
from each smaller volume (secondary tumor volumes), which
were calculated to the main tumor.

The findings for all 171 trained axial plane MRI images
for the various linear, Gaussian, and polynomial classifiers are
shown in Figure 5. The final classification is shown in 5(a),

where the support vectors classifier is represented by circle
(o), the normal images are represented by blue dots, and the
glioma (abnormal) tumor images are indicated by red dots.
The mesh graph for deriving the least feasible point objective

function model is shown in 5(b). The contour lines on the x-
y plane show that the estimated goal function’s accuracy has
increased. The comparison between the next objective function
value and the minimum objective function values is shown in
5(c).

The findings for all 153 trained Coronal plane MRI images for
various linear, Gaussian, and polynomial classifiers are shown
in Figure 6. The final classification is shown in 6(a), where
the support vectors classifier is represented by circle (o), the
normal images are represented by blue dots, and the glioma
(abnormal) tumor images are indicated by red dots. The mesh
graph for finding the least feasible point’s objective function
model is shown in 6(b). The contour lines on the x-y plane
show that the estimated goal function’s accuracy has increased.
The comparison between the next objective function value and
the minimum objective function values is shown in 6(c).

The findings for all 150 trained saggital plane MRI images
for the various linear, Gaussian, and polynomial classifiers are
shown in Figure 7. Final classification is shown in 7(a), where
circle (o) denotes the support vector classifier, blue dots indicate
normal images, and red dots indicate glioma (abnormal) tumor
images. The mesh graph for deriving the least feasible point
objective function model is shown in 7(b). The contour lines on
the x-y plane show that the estimated goal function’s accuracy
has increased. The comparison between the next objective
function value and the minimum objective function values is
shown in 7(c).

The findings for all 150 trained unflipped saggital plane
MRI images for the various linear, Gaussian, and polynomial
classifiers are shown in Figure 8. The final classification is
shown in

8(a), where the circle (o) denotes the support vector classifier,
the blue dots indicate the normal images, and the red dots
indicate the images of gliomas (abnormal tumors). The mesh
graph for finding the least feasible point objective function
model is given in 8(b). The contour lines on the x- y plane show
that the estimated goal function’s accuracy has increased. The
comparison between the next objective function value and the
minimum objective function values is shown in 8(c).

Figure 9(a) show original image,9(b) show the detected
skull,9(c)show the image after skull stripping and 9(d) show
the detected tumor for axial, coronal and saggital plane MRI
images.
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Figure 4: (a) Final classification

Figure 5: (b) Objective function

Figure 6: Comparison of Minimum Observed and Estimated Objective Values using Linear, Gaussian, and Polynomial Classifiers
for SVM on Axial Plane MRI Image

Figure 7: (a) Final classification
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Figure 8: (b) Objective function

Figure 9: (b) Objective function:Linear Classifier: Gaussian Classifier:Polynomial Classifier: SVM for Coronal plane MRI image

Figure 10: (a) Final classification

Figure 11: (b) Objective function
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Figure 12: (c) Comparison of Min observed objective and
estimated Min objective values Linear Classifier
Gaussian Classifier Polynomial Classifier Figure 8:
SVM for Unflipped saggital plane MRI image

Figure 13: (a) Final classification

Figure 14: (b) Objective function

Figure 15: (c) Comparison of Min observed objective and
estimated Min objective values Linear Classifier
Gaussian Classifier Polynomial Classifier Figure 8:
SVM for Unflipped saggital plane MRI image
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Figure 16: Axial Plane MRI Image (The original image )

Figure 17: Coronal Plane MRI Image (The detected skull)

Figure 18: Sagittal Plane MRI Image (the image after skull
stripping (d) the detected tumor)
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5 Conclusion

This study presented a streamlined approach for accurately
differentiating cancerous and non-cancerous brain MRI scans.
The method involves preprocessing, K-means segmentation,
and feature extraction using DWT, GLCM, and PCA. A SVM
classifier is used for classification, and three SVM classifier
tools are employed. The study also includes a skull detection
method. Excluding the skull improves tumor detection accuracy
by approximately 7%. The proposed approach enables tumor
detection in all MRI imaging planes, providing a convenient and
efficient method for tumor identification and localization.
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Abstract

Plants serve as a great source of energy, yet their
potential ability is affected due to biotic and abiotic disease,
in turn affecting crop yield. Though significant research
has been made in this field, early disease detection and
prevention across multiple plant species still serve as a major
challenge in the agricultural industry. This paper proposes a
framework involving the detection of diseases in leaves with the
Convolutional Neural Network (CNN) approach and utilizing
computer vision and deep learning models. The proposed new
model presents a comprehensive in-depth solution for advanced
agricultural practices. The research also offers a shift towards
efficient, accurate, and sustainable management of challenges
associated with agriculture, specifically species recognition,
disease assessment, and remediation strategies. Comparison of
the proposed model with some other available models in the
literature is included.

Key Words: Plant species recognition, Image classification,
Convolutional Neural Network (CNN), Disease detection, Deep
learning, Remediation suggestions.

1 Introduction

Plants are a vital source of energy, but their potential is
compromised by biotic and abiotic diseases, affecting crop
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yield. Despite significant research, early disease detection [1]
and prevention across multiple plant species remain a major
challenge in agriculture. This research proposes a model
to classify tropical plants across nine species and 27 classes
of diseased and healthy leaves. The model comprises two
components: the first uses a Convolutional Neural Network
(CNN) for disease detection in leaves, achieving a training
accuracy of 99.6% and a testing accuracy of 98.3%. This
component enables early disease identification, improving crop
yield and quality. The second component involves remediation
strategies based on the identified plant species and disease, using
prediction-remedies mapping.

The diverse range of plant species, as documented by the
Royal Botanic Gardens Kew, underscores the importance of
effective classification. With about 390,000 plant species
identified by September 2021, ongoing discoveries highlight the
necessity for advanced classification methods. According to the
FAO, pests cause a 20-30% loss in crop yield annually, costing
the global economy approximately $220 billion. Effective
monitoring and early disease detection are critical, as plant
diseases impact growth, yield, and nutritional value.

Recent advancements in deep learning and machine
learning[2-4], particularly in image classification and
identification[5-8], have popularized plant disease detection.
While some diseases require sophisticated analysis for
early detection, many biotic diseases manifest clearly on
leaves[10-12]. This research focuses on diseases with visible
manifestations on leaves. The model is trained and tested on
over 6000 tropical plant leaf images from nine species and 27
classes, using the Plant Village Dataset. Data augmentation
addresses the limited number of images relative to CNN
complexity.

Key contributions of the proposed work include:
1. Multi-disease tropical leaf categorization across nine

species and 27 classes using a CNN model.

ISCA Copyright© 2024
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2. Providing remediation options relevant to species and
diseases based on reliable sources.

The paper is structured as follows: Section 2 reviews
previous research and related work. Section 3 details the
model architecture and methodology. Section 4 presents
experimental results and model comparisons. Section 5
concludes with recommendations for future enhancements.
Overall, this integrated model offers a comprehensive solution
for advanced agricultural practices, focusing on species
recognition, disease assessment, and remediation strategies,
shifting towards efficient, accurate, and sustainable agricultural
management.

2 Related Work

This section discusses recent trends and advancements in
using CNN and deep learning for image classification. Plant
diseases cause significant crop losses globally and it was found
that Deep learning offers ways for disease detection in an
efficient manner. A CNN model with reduced layers was
presented, easing computational burden ultimately aiding in
crop preservation [13].

The research centered on the identification of numerous
diseases occurring simultaneously on a singular plant leaf.
It commenced by assembling a high-fidelity RGB dataset
comprising images of apple plant leaves. Following this, a
real-time system for disease detection on leaves was introduced,
harnessing the capabilities of deep learning methodologies [14].

A comparable investigation was conducted, focusing on the
diverse diseases affecting potato leaves. An intricately designed
convolutional neural network (CNN) model was implemented,
adept at discerning intricate patterns. Subsequently, the model
underwent rigorous testing using a designated testing dataset,
yielding high achievements in accuracy, precision, recall, and
F1 score [15].

Several methods have been employed to identify and
categorize plant diseases. Deep learning and Machine learning
methods, such as K-means clustering, Naive Bayes, and
Convolutional Neural Networks, have been examined.CNNs,
known for their ability to independently extract features and
understand spatial hierarchies. The choice between ML and
DL depends on the specific problem, data availability, and
computational resources [16].

The research scope was broadened to encompass numerous
plant leaves and their associated diseases, detectable by a unified
CNN model. Traditional disease identification methods relied
on visual inspection by farmers, often leading to unnecessary
pesticide application and inflated production expenses. This
approach facilitated the development of a dependable disease
detection mechanism suitable for inexperienced farmers,
thereby reducing production costs [17].

Timely detection of leaf diseases holds the potential to
mitigate losses incurred by various plant diseases. Disease
identification primarily relies on image processing techniques.
Notably, the surge in global potato consumption, largely

influenced by the COVID-19 pandemic, underscores the
importance of addressing potato infections, which significantly
impede crop quality and availability. Effective disease
classification and early detection are paramount in preventing
exacerbation of plant health issues. Image enhancement, image
pre-processing, segmentation techniques, feature extraction,
and other image processing techniques, as well as image
classification are accessible for identifying plant leaf diseases
[18].

3 Material and Methods

The integrated-model employed a comprehensive approach
for disease detection and identification, and remedy suggestions.
Various steps were taken, which contributed to a thorough
comprehension to reach the resultant goal. The flowchart as
illustrated in figure I is shown below:

Figure 1: The descriptive process flow followed in the model

The working of the model utilizes a multi-class-classification
approach, where it initially identifies the plant species with
precision followed by disease detection. In the event of the
diseased leaf provided suggestions for effective remedies. This
method not only ensures accurate plant species identification
but also facilitates a comprehensive understanding of the plant’s
health status.

The efficacy of the model is derived from its capacity to
carefully examine a variety of leaf species, precisely identify
plant species using distinguishable leaf characteristics, utilize
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methods for accurate disease detection, and offer remediation
strategies based on the plant species and diseases identified.

3.1 Dataset

The dataset utilized in this study was sourced
from the Plant Village Dataset, accessible via Kaggle
(https://www.kaggle.com/datasets/emmarex/plantdisease).
Comprising a diverse collection of images captured across
various environmental conditions, this dataset offers a rich
resource for plant disease detection research. Specifically, the
dataset consists of over 6000 leaf images, each with a resolution
of 256x256 pixels. These images encompass nine distinct
plant species and encompass twenty-seven unique classes,
encompassing both diseased and healthy leaf specimens.

i) Disease detection

To identify and classify plant disease a large collection of data
is required to train and evaluate the model. Recognising the
critical role of specificity in deep learning algorithm training,
purposeful steps were taken to further categorize the images.
Each species had photos of healthy leaves and different diseases
some of which are shown in figure II. This division was crucial
to the dataset’s usefulness.

Figure 2: Sample images from different plant species having
varied diseases

To evaluate the model’s performance on an unseen dataset, a
collection of 40 images were taken per class as shown in figure
III. The images were taken from Plant Village Dataset (updated)
(https://www.kaggle.com/datasets/tushar5harma/plant-village-
dataset-updated). The dataset contained images of different
degrees of severity of diseased and healthy leaves in controlled
and uncontrolled environments.

Figure 3: zoomed diseased leaf image

Figure 4: diseased leaf images under
controlled environment

Figure 5: diseased leaf image under
uncontrolled environment

ii) Remediation Strategies

As per the best of our knowledge, a custom dataset containing
the remedies for species-specific diseases gathered from
WVU extension (https://extension.wvu.edu/lawn-gardening-
pests/plant-disease ), NC State Extension Publications
(https://content.ces.ncsu.edu/extension-gardener-handbook/5-
diseases-and-disorders ) and University of Minnesota Extension
(https://extension.umn.edu/solve-problem/plant-diseases ) were
stored in a list. The dataset was meticulously structured
to systematically document each species’ name, class ID,
and its corresponding remediation and management strategy.
The remedies for the specified disease addressing natural
interventions (to alter soil-mineral deficiency, sunlight
requirement optimization, etc.) or substitutional strategical
(such as refined irrigation methods, fertilization protocols)
ways to adhere to the identified diseases.

This combined list played a pivotal role in mapping and
aligning the predictions made on the test image dataset with
precise tailored remedies to further prevent identified plant
diseases effectively. This ensured a strategic application of
evidence-based remedies and will help enhance the performance
of agricultural practices through informed decision making.



IJCA, Vol. 31, No. 3, September 2024 217

3.2 The proposed CNN architecture

CNN architectures differ depending on dataset, image
features and problems complexity. The proposed CNN
architecture is customized for disease detection and remediation
strategies, incorporating three convolutional layers, max
pooling layers, and fully connected layers.

i) Disease detection
The proposed convolutional neural network consists of three

convolutional layers, each followed by a max pooling layer
followed by the final layers. The final layers are fully connected
layers. ReLu activation for faster training is applied to the
output of each convolutional layer and fully connected layer.

The first convolutional layer uses 32 kernels to filter the input
images of kernel size 5x5. Max pooling is applied on the output
of the first layer, which is given as input in the second layer. The
second convolutional layer with 64 kernels of size 3x3, followed
by another max pooling layer. The output of the second max
pooling layer is taken as input for the third convolutional layer
with 128 kernels of size 3x3. Followed by the last max pooling
layer. Followed by fully connected layers of 512 neurons and
dropout of 0.5, the output of which is passed through the final
SoftMax layer for multi-class classification. The architecture of
the same is shown in Table I and briefly illustrated in figure VI.

The model is trained using Sparse Categorical Cross Entropy
with a batch size of 32 for 100 epochs.

Figure 6: Convolution Neural Network architecture for tropical
plant leaf disease detection

Table I: Proposed model architecture

Layer Type Filter Size Stride Output Shape
Conv2d 1 5X5 1 (None, 252, 252, 32)

Max-Pool 1 3X3 2 (None, 84, 84, 32)
Conv2d 2 3X3 1 (None, 82, 82, 64)

Max-Pool 2 2X2 2 (None, 41, 41, 64)
Conv2d 3 3X3 1 (None, 39, 39, 128)

Max-Pool 3 2X2 2 (None, 19, 19, 128)

Table 1: Layer details of the neural network architecture.

ii) Remediation Strategies
Upon successful identification of the disease the ultimate

objective was to formulate precise species-specific remediation
strategies. This was achieved by exposing the model to diverse,
randomly selected unseen leaf images. These images were
then correlated with the predicted identification class IDs and
their associated disease. This was subsequently linked to the

Layer Type Output Shape
Flatten (None, 46208)

Dense (activation: relu) (None, 512)
Dropout (None, 512)

Dense 1 (activation: relu) (None, 256)
Dense 2 (None, 128)

Dense 3 (activation: softmax) (None, 27)

Table 2: Details of the Fully Connected Layers

data of specific tailored according to each identified disease.
This procedure served as the conclusive layer of the model,
effectively integrating all the functionalities: accurate disease
assessment and precisely targeted remediation strategy. This
technique ensured seamlessness in addressing compromised
plant health and its issues, and advancing capabilities to predict
and optimize agricultural practices. This was achieved by
aligning data with actionable remediation strategies, aiming to
enhance crop yield and productivity, thereby helping support
informed decision making in agriculture management practices.

4 Experimental Results

The dataset was divided in 70% for the training set,
20% for validation set and 10% for the testing set. The
hyperparameters like filters, learning rate and kernel size were
tested by hit and trial. The proposed model utilized the best
performing hyperparameters which are mentioned in Table II.
Data augmentation of horizontal and vertical flip was applied
on the training set. The model achieved an accuracy of 99.6%
on the training set and 98.3% on the testing dataset. The model’s
loss function for the first 50 epochs are shown in figure VI.

Figure 7: Graph depicting the training and validation loss for
the first 50 epochs

4.1 Metrics

The proposed model has the following evaluation metrics:
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• Sensitivity at specified specificity of 0.5: 90.48%
• Specificity at specified sensitivity of 0.5: 99.83%
• Area Under Curve score: 95.21%
• Mean Absolute Error: 2.15%

It presents the identified image first, leveraging visual
processing for immediate understanding. The remediation
strategy is outlined clearly and concisely, avoiding jargon and
employing readily actionable steps. Figure VI is an example of
the same.

4.2 Comparative Analysis

The proposed model is compared with other multi-
class classification models to best understand the model’s
performance. Accuracy is taken as the comparison as it depicts
the overall correct analysis made by the model.

Table II: Comparative analysis for leaf disease detection
using different classifiers and architectures

Classification Type Accuracy (in %)
CNN [Proposed Model] 98.3
CNN [19] 97
KNN [20] 96.7
SVM [21] 96
CNN [22] 94.87
CNN [23] 93.1

The model was generalized by testing on different images
than the images in the training dataset. A generalization dataset
of 40 images per class was used for this. The proposed model
gave an accuracy of 55.6%, which as per our knowledge is the
highest multi-class generalized model accuracy for plant disease
detection.

5 Conclusion

The research paper provides an extensive examination of
diverse techniques employed in the classification of diseases for
the detection of plant leaf diseases. The model was subjected
to testing on nine plant species, including Apple, Pepper Bell,
Potato, Strawberry, and Tomato. Diseases associated with these
plants were identified, and their corresponding remediation
strategies were mapped to address practical agricultural
applications. One significant benefit of implementing the
proposed model is its capability to identify diseases in their early
stages, simultaneously alerting the user about the appropriate
remediation strategy to counteract the identified disease. For
future works, techniques to detect both biotic and abiotic
diseases in plants, plant requirements like water, irrigation and
fertilizer will be investigated.

Image depicting leaf and disease detection
along with subsequent remedy

Figure 8: Image depicting leaf and disease detection along with
subsequent remedy
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